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Project Nexus background
Project Nexus is the implementation of new business processes for gas settlement reform and the single service provision for Gas Transporters (‘GTs’) and independent Gas Transporters (‘iGTs’).

The central gas settlement system is being delivered as part of Xoserve’s UK Link Replacement Programme and spans a solution based on SAP IS-U[footnoteRef:1] and AMT Sybex’s Market Flow. The current UK Link suite of systems provide two critical functions in the UK gas market – firstly, the provision of central gas registration systems to facilitate customer switching and, secondly, the calculation of £billions of gas transportation invoices levied to the gas shippers. The programme is also a key enabler for the GB Smart Metering Implementation Programme (‘SMIP’), providing improved capability to process the increased volumes of meter reads that will be generated by mass smart meter roll-out. Its implementation will also address one of the Adverse Effects on Competition which the Competition and Markets Authority identified in their recent inquiry into the GB energy supply market, arising from deficiencies in the current gas settlement arrangements. [1:  The SAP Utilities (IS-U) component is a sales and information system that supports key business processes and utility services of a utility company.] 


The programme involves extensive participation from Shippers, GTs, iGTs, Daily Metering Service Providers (‘DMSPs’) and Xoserve. It is an industry programme who remain responsible for delivering the component parts; however, in 2016 Ofgem took on an end-to-end sponsorship role given the risks to consumers of a failed implementation and to improve confidence in the programme’s timely delivery.

The industry programme approach to the period that is required to move from the current UK Link to the new systems (‘Transition’) and go-live is predicated on: 
· Xoserve clearly articulating and rehearsing their sequence of activity across the 23-day cutover period that is required to move from the current UK Link to the new systems and processes introduced by the Nexus programme; 
· Market participants aligning their cutover and transition activity with the Xoserve transition activity. Participants are responsible for developing their own plans, performing their own dress rehearsals and executing their transition activity; and
· The industry-wide Go / No Go (‘GONG’) framework that will measure market participant and Xoserve’s readiness for transition at three points in the run-up to the go-live decision, including the alignment of participant plans with Xoserve activity, dress rehearsal execution and contingency planning.

Ofgem has established a set of Success Factors for the programme, which are based on the systems supporting positive outcomes for consumers and there being a sufficient market-level degree of readiness to operate in the new arrangements.


The specific context to this document 
Participants are entering a period of stakeholder and Board briefings in the run up to Nexus implementation during June 2017.  Clear communication of the programme status is needed at this point. Therefore, Ofgem and Xoserve are publishing this list of Frequently Asked Questions (‘FAQs’) as a single reference guide, with the objective of drawing together some key discussion threads.  These are published / time stamped at a moment in time, being the 26 April 17.
Link: Project Nexus Success Factors





Contents
	FAQ
	
	Page

	1
	What and where are the key governance decision points over the coming weeks and months?  What should I expect to see and do (and when)? 
	4

	2
	What is the scope and coverage of the go / no-go (‘GONG’) decision making framework? How is confidence building that industry readiness across system, process and people aspects is being considered in a pragmatic and balanced manner?
	5

	3
	What has been done to prepare consumers for the change in industry systems and processes?
	6

	4
	How has confidence been built in the capability and the capacity of the central Xoserve systems to handle the likely industry transaction volumes on day 1 and day 100? How will Xoserve respond if unexpected peaks in volumes of transactions are experienced?
	7

	5
	Can Xoserve scale the capacity and capability of their systems and processes, if / when industry transaction volumes increase in the future? What are the lead times to accommodate this scalability?
	10

	6
	How are Xoserve gearing up to monitor and manage exception volumes from their new SAP system, knowing that this is a key learning from similar programmes in the industry? What are the forecasted level of exceptions and what is in place to address these?
	11

	7
	What metrics have been defined to monitor whether and when a ‘business as usual’ state has been achieved in critical industry process (such as Change of Supplier), or to focus further action if needed?
	12

	8
	How will the post go-live support, or hyper care, period be managed and governed? How will a smooth ‘handback’ to BAU industry governance be achieved and what is the timeline for this? 
	13

	9
	What is the interaction between the constituted FGO Governance arrangements and Nexus Governance and how will this be integrated to ensure a single governance structure for post Nexus arrangements?
	14

	10
	How will the key issues be managed and escalated over the cut-over and post go-live periods – to the point that ‘stability’ is reached?
	15

	11
	What are Ofgem’s expectations of participants in supporting the Nexus implementation?  Are there some key areas that we should be focused on to best land this within our organisation? 
	16

	12
	What is Ofgem’s view on enforcement of licence obligations directly impacted by major systems issues at go-live? How will Ofgem support supplier’s messaging to customers if there are serious impacts on the customer experience as a result of implementation?
	17




The Frequently Asked Questions and responses
1. What and where are the key governance decision points over the coming weeks and months?  What should I expect to see and do (and when)? 
We have taken an incremental approach to checking and assuring the developments of the central systems and participant readiness. A sequence of key governance checkpoints and forums have been executed, or are scheduled to occur over the coming weeks in the run-up to the planned implementation date of 01 June 2017.  Of these, the key elements are:
· The decision to enter Market Trials Regression. On 09 Jan 17, the Project Nexus Steering Group (PNSG) agreed that code stability had been sufficiently attained to enter the Market Trials Regression period;
· The decision to enter Implementation Dress Rehearsal 2 (‘IDR2)’.  On 06 Mar 17, the PNSG agreed that the entry criteria had been attained and that Xoserve were ready to enter IDR2;
· The decision to exit Market Trials Regression (‘MTR’).  On 22 Mar 17, the PNSG agreed that the MTR period could be formally closed with a number of caveats.  These caveats included the continued execution of a small number of test lines that had not been completed.  Testing of these lines was allowed to continue during the pre-determined MTR contingency period which ended on 21 Apr 17;
· A dry-run of the go / no-go decision on 13 April 17, attended by the PNSG members. This will be based on the information, amongst other sources provided by the ‘G2’ milestone and the IDR2 exit decision (see below); Decision to enter Implementation Dress Rehearsal 3 (‘IDR3’).  On 06 Apr 17, the PNSG agreed that IDR2 had successfully exited and that the IDR3 entry criteria had been met and that Xoserve were ready to enter IDR3;
· The final go / no-go decision from 17 May 2017. This will be made by the Project Nexus Steering Group (‘PNSG’), which has representation from all key market participant communities that are impacted by Project Nexus. The decision on 17 May 17 will be ‘in principle’ and will be confirmed at a subsequent meeting on 19 May 17, Barring an unforeseen event, the industry will then move to a ‘fix forward’ situation on 22 May 17. Materials and information to drive this decision will be circulated to PNSG members by the Nexus Project Management Office (‘PMO’) in advance of this meeting; and
· Underpinning the final decision is the critical information provided by the go / no-go (‘GONG’) framework that has been communicated to market participants and Xoserve over the last year.  The GONG framework has measured the glide path of participants’ and Xoserve’s readiness for go-live at two points in time (G1 at 22/12/16, G2 at 24/12/17). A final readiness assessment will be made (G3) at 30/04/17.
The key governance forums and their dates are summarised below, with further details to be made available in PNSG packs on the Ofgem website.
	Date
	Forum
	Activity

	02 May
	PNSG
	Nexus PMO release pack for 04 May PNSG

	04 May
	PNSG
	Review G3 assessment

	08 May 
	PNSF
	Nexus PMO release pack for 10 May Project Nexus Sponsors Forum (PNSF) meeting

	10 May
	PNSF
	PNSF meeting – information only, no decisions expected

	15 May
	PNSG
	Nexus PMO release pack for 17 May PNSG

	17 May 
	PNSG
	Assess IDR3 exit, acceptance of risk landscape and GONG decision.

	19 May
	PNSG
	Confirmation of GONG decision

	22 May 
	PNSG
	Barring unforeseen event, enter industry fix forward point.



2. What is the scope and coverage of the go / no-go (‘GONG’) decision making framework? How is confidence building that industry readiness across system, process and people aspects is being considered in a pragmatic and balanced manner?
In terms of its scope, the GONG framework evaluates key criteria that will be critical for a successful implementation against the dimensions of system, process, people and data that will be critical to a successful Nexus implementation. To aid clearer and faster decision-making, the underlying criteria are aligned to four key Success Factors:
The solution:
· Meets market requirements;
· Is stable;
· Is sustainable; and
· Enables a positive consumer experience.
Participants self-assess against the detailed criteria by answering structured questions aimed at establishing their level of readiness. To build confidence in the quality and reliability of the assessment, we expect each participant’s self-assessment to be supported by sufficient evidence. The quality of evidence is evaluated in PwC’s scheduled management of each participant and by targeted assurance visits to a sample of participants. Over the G1 and G2 assessments, we are encouraged that participants are generally executing the actions required to complete their preparations and achieve a ‘ready’ status. The latest results from the G3 submissions show all participants reporting either Green or Amber against all criteria except for a single participant who has rated themselves Red against a single criteria.
In terms of its coverage, all shippers, iGTs and GTs operating in the market are included within the GONG process.  There are a small number of participants (6 at G2, 5 at G3) that have not participated in GONG measurement, despite constructive encouragement and support from Ofgem and PwC to do so.  These comprise smaller shippers and are not viewed, by Ofgem, as impacting the overall readiness of the market – the current expectation is that we would proceed without these participants proving their readiness. The shippers reporting at the G2 gateway represent 97% of market AQ and 99% of supply points.
Xoserve readiness is a key component of the GONG assessment, with a more expansive set of go-live criteria that are being tracked by Xoserve, with assurance activity from Baringa, through the same G1, G2 and G3 milestones.

Link: Supporting GONG framework material
https://www.ofgem.gov.uk/publications-and-updates/gono-go-gong-criteria-and-assessment-framework-project-nexus-v2 

3. What has been done to prepare consumers for the change in industry systems and processes?

It is Ofgem’s preference that the implementation of the new UK Link system is seamless to consumers. Industry should at all times be considering the potential impact to consumers when preparing their transition plans, and be looking to minimise the impacts to consumers and ensure that the new UK Link system is a benefit to consumers.
One of the four Nexus Success Factors measures whether Project Nexus enables a positive consumer experience. Supporting this Success Factor, there are four criteria that Xoserve and industry must measure their performance against: 
1. No negative impacts on energy industry reputation;
1. Market SLAs defined, measured and achieved;
1. Organisational structure to be developed to support the new processes and systems; and
1. Industry staff are sufficiently trained and are effective from day 1 of the new Nexus system.
The key expectation on the industry is that gas shippers have readied their supplier organisations who, in turn, have ensured that the impact to consumers is considered in the transition and cutover planning. Consideration of UNC Modification 602A (iGTUNC 092a) and the implications of the non-effective period to switching timeframes during the cutover period are particularly relevant here[footnoteRef:2]. [2:  See UNC602a/IGT092a: ‘Implementation of non-effective days and variant non-business days for Project Nexus implementation’] 

It is Ofgem’s expectation that industry appropriately consults and implements the outcomes from UNC Modification 602A (iGTUNC 092a) and has worked with any relevant impacted third party to ensure that the impact to consumers during the non-effective period is minimised.  In asking Shippers to submit their GONG assessments, we are expecting shippers to have considered the integration of the suppliers using their services when determining their readiness for go-live.
Whilst gas suppliers are outside the scope of Project Nexus insofar as they are not UNC or IGT UNC signatories, or have access to the UK Link systems in their own right, Ofgem has recognised that some shippers may require assistance in readying their suppliers. As such, a stand-alone Supplier Forum was held on 03 April 17 to assist suppliers in understanding the scope of programme and the various activities they need to coordinate with their shippers prior to go-live.

Link: UNC 602A Ofgem Decision Letter
http://www.gasgovernance.co.uk/sites/default/files/UNC602aIGT092aD%20(2).pdf




1. How has confidence been built in the capability and the capacity of the central Xoserve systems to handle the likely industry transaction volumes on Day 1 and Day 100? How will Xoserve respond if unexpected peaks in volumes of transactions are experienced?

The ability of the Xoserve solution to handle likely transaction volumes has been a critical consideration over the last 18 to 24 months.  Xoserve and industry has focused on the following aspects in order to build levels of confidence:
· The specification of the non-functional requirements (‘NFRs’) expected from the Xoserve solution;
· The execution of performance testing on the Xoserve solution;
· Further analysis around the volume of Class 3 meter reads that can be expected from the industry; and
· Further testing of performance across Xoserve’s dress rehearsals, especially the assumptions around the volume of industry files that will require ‘catch-up’ in the non-effective day period. 
These elements have been shared across the Project Nexus industry forums, but a summary of the results and any outstanding risk areas is presented below:

	Area
	Key outcomes and results
	Residual questions and issues

	Non-functional requirements (‘NFRs’)
	· The External Industry Business Requirement Principles Document (‘BRD’) was agreed and approved by the industry during 2011 and 2012.  Principles were taken into an Xoserve internally developed NFR BRD, which was approved in 2012.  

· Industry BRD for NFR was discussed at PNUNC (Project Nexus UNC Group) and latest version of Principles document baselined at 5 Mar 13. The NFRs were subsequently validated at PNUNC during 2015 and 2016.
	· Limited engagement from industry participants regarding likely transaction volumes.

	Implementation Dress Rehearsal (‘IDR’) 1 
	· The scope of IDR1 was communicated in advance. Some non-critical elements were de-scoped.
· IDR1 updates were communicated via Transition Progress Group
	· Overall timeline not met and required optimisation. As a result, further performance improvements have been made and the number of days allowed for the transition increased
· Items removed from scope fully tested in IDR2 and IDR3.

	Performance test, executed over July through to December 2016
	· With the exception of meter reads, proved performance under stressed conditions. Performance test updates have been communicated via Transition Progress Group.
· 32 million reads proven against requirement for 42 million class 3 meter reads on a daily basis.
· Gas day testing successful.
	· Not full scope, e.g. catch-up and transition activity not covered, but full scope tested as part of IDR2 and IDR3.
· Decision taken by PNSG that the demonstrated level of likely meter read performance is acceptable. 

	Further Class 3 meter read analysis – concluding on the above performance testing
	· Initial industry volumes likely to be below the level of 32 million class 3 reads proven during the performance testing.
· PNSG decided that this is acceptable and does not present a go-live issue.
	· None

	Implementation  Dress Rehearsal (‘IDR’) 2
	· Full scope, ran to schedule – with some further optimisation opportunity identified.
· Residual issues from IDR1 successfully addressed.
· Delta data load into production encountered low levels of fall-out in terms of impact or the number of MPRNs impacted.
· Low levels of data fallout that will be fixed prior or during IDR3.
· Some further contingency periods identified in the plan.
	· Scheduling and sequencing enhancements carried into IDR3.



Link 1: Non-functional requirements (‘NFRs’):
Baselined Principles

Link 2: Xoserve IDR1 results
TPG Materials  8/11/16

Link 3: November 2016 Performance Testing Results
Performance test update
Gas Day Testing update

Link 4: IDR2 results and related Baringa assurance reporting
IDR2 update 


Link 5: additional Class 3 meter read analysis


Link 6: Xoserve non-functional requirements testing overview





1. Can Xoserve scale the capacity and capability of their systems and processes, if / when industry transaction volumes increase in the future? What are the lead times to accommodate this scalability?
The Xoserve solution comprises of a combination of system components (SAP, Oracle and AMT Market flow) that are already used by many UK Energy suppliers/shippers. The solution components were selected by Xoserve on the basis of their maturity and the functional fit to Xoserve/Industry requirements. 
The solution has been designed with scalability in mind and heavily leverages virtual machine technology to provide the necessary platform to support industry demands. Xoserve’s service management capability, specifically their alert and event management design, enables close monitoring of system utilisation. 
This monitoring, coupled with Xoserve working with the industry (through existing governance arrangements) to assess future demand, will allow for timely decision making should a significant change in industry behaviour be seen/forecast. In the event that additional capacity is deemed necessary, Xoserve will leverage the Infrastructure-as-a-service (‘IAAS’) arrangements in place with its IT partners. Xoserve expects lead times will generally be no more than 2 to 3 months, depending on what is needed. 
Lastly, Xoserve continues to develop its technology strategy/roadmap and through working with its IT partners, and IT vendors (SAP, AMT, Oracle) will assess new capability (such as SAP HANA) to further enhance the robustness of their solutions.  



1. How are Xoserve gearing up to monitor and manage exception volumes from their new SAP system, knowing that this is a key learning from similar programmes in the industry? What are the forecasted level of exceptions and what is in place to address these?
Xoserve has engaged with other UK energy suppliers that have implemented the same SAP ISU system to understand their learning around effective exception management. Based on this experience, and adjusting for the inherent functional differences between the Xoserve SAP installation and that used by energy suppliers, the following actions have been taken:
· An exceptions work stream exists in the Xoserve programme, including a dedicated Post Implementation Support team which leverages the resources and knowledge gained from the exception processes adopted during Market Trials;
· Xoserve has undertaken an analysis of the likely sources of exceptions in the Xoserve landscape, be this originating in systems (e.g. interfaces or batch jobs), data validation, or routine business processes. This includes exceptions that can occur throughout the end-to-end system landscape, not just SAP IS-U. The exceptions numbers/categories referred to in this section are “known” exception types.  They are independent of defects and/or workarounds.  Defects and workarounds may generate “unknown” exceptions.   Xoserve will be aware through the workaround documentation the specific actions to take do deal with these.  As defects and workarounds are resolved/closed over time, the numbers of related “unknown” exceptions will reduce.
· Exceptions are managed by Xoserve against Industry SLAs and Xoserve KPIs.  These are reported internally in Xoserve.  The extent to which these will be shared externally needs to be confirmed with Industry.  This is planned activity in progress;
· This analysis has identified approximately 215 known SAP-ISU ‘exception case categories’ (unique exception types) and 76 ‘work items’ (designed manual interventions within a process) requiring management. Exception case categories have been identified as primarily business (operational functional) or technical issues, of which the majority pertain to technical issues (data, file flow failures etc.);
· Probability analysis has been completed based on analysis of the exceptions scenario types, expected transactions, the intelligence gained from Market Trials and a range of assumptions. Based on this analysis, 75% of the known SAP-ISU exception occurrences are expected to be rare, 24% medium (infrequent but expected) and 1% high (will occur). The sources of exception have been grouped and clearance pathways determined, based on a blend of automated and manual processes;
· Based on the likely sources of exceptions and the clearance activity required, Xoserve has modelled the levels of resource required and carried this into its target operating model for day 1. This has included a number iterations incorporating Market Trials, Market Trials regression and IDR phases. 
· Resource forecasting has included scenario planning, including stress testing and head room need for additional resources based on higher volumes of exception being received. 
· A flexible resource model has been adopted, allowing for a core team for exception management resolution with the ability to flex up (or down) via multiple resource sources if required. Xoserve’s contracts with key third party service providers contain provisions to add resource quickly if this is needed; 
· Specific supporting Management Information (‘MI’) requirements have been defined and will be in place ready for use in Xoserve’s live operations;
· All exception resolution paths have been tested during market trials, with exception management team phases and Local Work Instructions (‘LWIs’) / process flows created for all identified exceptions.

Link: Xoserve exception management approach overview



1. What metrics have been defined to monitor whether and when a ‘business as usual’ state has been achieved in critical industry process (such as Change of Supplier), or to focus further action if needed?

Xoserve has presented the transaction KPIs it will monitor following go-live to the Transition Planning Group (‘TPG’). In summary, the business process metrics proposed for monitoring by Xoserve, with sharing to the industry, are as follows:
1. Switching volumes and average time to switch (in days);
1. Volumes of files received and the % rejection;
1. Transfer of Ownership meter read processing;
1. Meter read receipt and acceptance;
1. % acceptance of ONJOB and ONUPD meter asset updates; and
1. % Gemini and invoice availability.
Over and above this, Xoserve is now focused on further defining the Post Implementation Support structure and how this will transition to BAU.  As part of this work, Xoserve are providing a map of existing industry SLAs and performance metrics and how these will change over the PIS and BAU periods.

Link: Business process monitoring proposed by Xoserve
Return to Steady State KPIs



1. How will the post go-live support, or hyper care, period be managed and governed? How will a smooth ‘handback’ to BAU industry governance be achieved and what is the timeline for this? 

Ofgem has specified clear expectations and criteria required of the Xoserve Post Implementation Support (‘PIS’) during the period that follows go-live.  This spans six key areas of activity and Xoserve are addressing these in the development of their plan on a page for their PIS capability.

Xoserve have shared their PIS Approach and PIS Release Schedule with the TPG. This details the details the organisation structure, roles and responsibilities and support processes that will be adopted. Over the post go-live support period, the cross-industry Issue Resolution Group (‘IRG’) and Defect Resolution Group (‘DRG’) will be in place to deal with major issues.

We expect further detail and clarity to be provided in this area, with a plan being developed and reviewed with Industry with respect to the transition to BAU Industry Governance and the associated timeline. The plan is currently in draft and will be shared with the RIAG group on 27 Apr 17 for challenge. The plan is due to be issued to the PNSG group for the review meeting on 04 May 17, before it is baselined on 12 May 17.  

Ofgem has stated its objective to exit from its sponsorship role as soon as possible without jeopardising the Project Nexus Success Factors. The Project Nexus governance arrangements were put in place with the aim of improving reporting and streamlining decision making. It is likely there will be issues initially after go-live that will require streamlined decision making in a manner similar to that which has been required for project decisions.

Ofgem intends to leave the existing project governance intact through the go-live and for a short period afterwards. After a period of stability, in a controlled manner, there will be a transition from the existing governance and thereafter to the established business as usual governance.  While we expect the transition to be a few months after go-live, it will be criteria based. Ofgem is developing a set of exit criteria to provide transparency and clarity on when this transition might take place.

Link: Relevant PIS materials shared by Xoserve:

 


1. What is the interaction between the constituted FGO Governance arrangements and Nexus Governance and how will this be integrated to ensure a single governance structure for post Nexus arrangements?

Ofgem’s review of Xoserve Funding, Governance and Ownership (‘FGO’) was completed on 01 Apr 17, with the appointment of Xoserve as the gas industry Central Data Services Provider (‘CDSP’) and the establishment of a new contractual framework (the Data Services Contract (‘DSC’)) between Xoserve, Gas Transporters and Shippers.  At the Project Nexus Implementation Date (‘PNID’), IGTs will also become party to the DSC.

DSC governance is exercised through a Contract Management Committee (‘CMC’) and a Change Management Committee (‘ChMC’).  The composition and voting arrangements of both Committees is defined in the UNC (General Terms Section D, Annex D-2), and voting representatives have been appointed through industry agreed nomination and election processes.  CMC and ChMC meetings are chaired by the Joint Office of Gas Transporters, with non-voting DSC Contract Managers and CDSP representatives also in attendance.

Notwithstanding the existence of the newly established groups under the FGO arrangements, Ofgem believes that to provide stability there needs to be a continuation of the Project Nexus governance groups for a period after go-live to manage any immediate issues which need to be considered at short notice and operate alongside the formal FGO groups. This is not dissimilar to the way these groups have worked alongside formal UNC governance since being established last year.

The CMC and ChMC have the primary authority to make decisions about CDSP Services and changes to them.  As such, the particular industry governance arrangements being established in respect of the Project Nexus post go live period are subservient to DSC governance and the decisions of the CMC and ChMC. However, as has been the case with the period pre go-live, there may be project-level decisions on Nexus which do not engage the formal responsibilities of the CMC and ChMC.

Xoserve is actively engaging with the CMC and ChMC to ensure full awareness of, and gain support for, the post go-live governance arrangements, in parallel with working with the various Project Nexus programme governance groups to ensure a smooth transition and appropriate representation on groups given their expected roles and terms of reference. 




1. How will the key issues be managed and escalated over the cut-over and post go-live periods – to the point that ‘stability’ is reached?

During the cut-over and post go-live periods, defects and incidents pertinent to the Xoserve systems will be logged and managed via their service desk, which will be operating a 24/7 schedule. We expect participants to log issues pertinent to their own cutover activity via their own service desks, but to also record these through the Xoserve service desk if they meet certain criteria (see below for IRG description).

The Project Nexus PMO will monitor these at a global level through close interaction with both Xoserve and participants throughout.  A Class 1 incident will result in invocation of, and escalation to the Issues Resolution Group (IRG) (see below). For example, the Transition workstream will be in regular contact with participants to understand their position and progress during the critical 23-day process. 

IRG is constituted from Ofgem, Xoserve, Baringa, Wipro and PwC, together with any participant input specific to the issue being encountered.  The purpose of this group is to meet, at short notice where required, to identify, determine the response to and communicate the optimum solution to the issue for the industry.

Link: IRG process

 



1. What are Ofgem’s expectations of participants in supporting the Nexus implementation?  Are there some key areas that we should be focused on to best land this within our organisation? 

Ofgem’s expectation is that market participants have undertaken sufficient activity and preparation, prior to cutover, to ensure that their organisation is ready to cutover with the rest of industry. Information and supporting information on organisations’ readiness has been gathered through the GONG assessments (and subjected to sample based assurance from PwC).

Ofgem has and continues to encourage organisations to promptly raise and escalate matters that may impact their organisations ability to go-live. Our expectation is that market participants work collaboratively with Ofgem, PwC and Xoserve to identify mitigations to any issues that arise, rather than simply raising issues. Full, frank and proactive disclosure, coupled with constructive discussion, will always be viewed positively over reactive, issue raising without full consideration of the facts and the history of prior discussion and decisions. As has been demonstrated since Ofgem took on an end-to-end sponsorship role, working with PwC and Xoserve we have been able to facilitate the management and close down of a number of risks and issues.

Ofgem expects market participants to be undertaking all the necessary internal actions to manage risk and issues they may experience in transitioning to the new systems. The responsibility for individual organisations’ readiness for go-live continues to rest with individual market participants.

The Project Nexus risk landscape is a dynamic environment as the industry approaches go-live. As such, Market Participants should be actively reviewing the PNSG slide pack and the Xoserve website to know where they need to be focussing their effort.

As we come closer to go-live, Ofgem’s increasing focus will be on industry’s transition plans and GONG preparations. As such, Ofgem encourages market participants to work collaboratively with the PwC GONG and Transition teams to ensure that any issues are addressed up front and any mitigation actions are arrived at, where practicable, by consensus.



1. What is Ofgem’s view on enforcement of licence obligations directly impacted by major systems issues at go-live? How will Ofgem support supplier’s messaging to customers if there are serious impacts on the customer experience as a result of implementation?
With respect to Gas Suppliers’ compliance with their licence conditions, we consider that SLC 14A paragraph 3(e) may be applicable in these circumstances. In particular, Ofgem are satisfied that the unavailability of the central systems during the NED period, through which customer transfers are processed, is a circumstance outside the control of the relevant licensees. 
Notwithstanding the above, Ofgem considers that the impact of the Non Effective period should be largely indiscernible to the majority, if not all consumers undertaking a switch.  However, it would be prudent for suppliers and organisations such as comparison websites to brief those staff dealing with consumers to be briefed on the implications of the system cutover.  For instance, where the consumer may request a specific effective date that would not be achievable, proactive briefing and communication may help manage expectations accordingly.  
We will continue to monitor suppliers’ performance over this period and reserve the right to pursue further investigations against any supplier who fails to meet their targets to the extent that cannot be reasonably attributed to the NED period alone, or for not taking all reasonable steps to resolve issues, in line with the requirements for suppliers to do so as set out in SLC 14A (e).
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Executive Summary


Scope of Document


Baringa have been requested by Ofgem to provide an assurance point of view on Xoserve’s readiness to exit IDR2 and by extension enter IDR3, that answers the 
following questions:
1) Have Xoserve achieved their exit criteria for IDR2 and are able to commence work on IDR3?
2) Did Xoserve have adequate controls and processes in place to ensure that IDR2 is an accurate reflection of the actual cutover and deployment?
In addition, Baringa have reviewed the status of recommendations made on entry to IDR2. 


Context


 The 6th March 2017 marked the commencement of Implementation Dress Rehearsal (IDR) 2 – The second of three test phases that aim to prove the readiness of 
transition and cutover activities ahead of a final Go/No-Go decision for Project Nexus


 Throughout the life of the Programme, Xoserve have maintained the principle of holding two successful IDRs prior to Go Live as a key measure of confidence for Go 
Live readiness, and this has subsequently been built into the Go/No-Go criteria for the programme


 Baringa delivered an assessment of Xoserve’s status upon entry to IDR2 in February 2017, making a number of recommendations that needed to be completed ahead 
of and during IDR2


 Xoserve are now nearing completion of both IDR2 and preparation for IDR3 given the limited window in between IDR2 and IDR3 which starts on the 10th April.


Our Approach


Baringa’s approach to validating the IDR2 exit readiness has been broken into the following elements:


 Review of IDR2 Low Level Cutover Plan (LLCP) performance, lessons learned logs, and updates made to processes and documentation ahead of IDR3


 Interviews with key Programme resources including relevant cutover and data leads, defect managers, workstream management for the entry criteria


 Independent assessment of the Transition & Cutover workstream exit criteria for IDR2.


Conclusions


 Baringa consider IDR2 to have been a success, and support progress into IDR3


 Performance against the LLCP has been good with all key milestones achieved to plan. PNID, AAQ/MDS and Catch Up milestones were all achieved on, or ahead of plan


 Lower level task variance against the baseline plan was experienced however tasks were still completed ahead of their ‘need’ date and relevant actions have been 
captured within lessons learned, to be applied for IDR3. Some variation in the plans should still be expected in IDR3 and Cutover due to varying transaction volumes


 Data defects continue to be identified, representing an element of risk to the onwards IDR3 & cutover plans. A fix strategy and plan are in the process of being rolled 
out, with an appropriate focus on Delta load defects. It is likely that not all defects will be resolved within the fix windows available and as such a clear prioritisation
based on defect impact is required. The agreed fall out approach will ensure that this is performed in a transparent manner


 The Xoserve team must ensure that their teams are set up for success for IDR 3, and Baringa are aware of an increasing risk of resource burnout as we go through IDRs 
2,3 and cutover. Xoserve are investigating a number of resource options, which Baringa would support as suitable mitigations


 Baringa recognise that a number of recommendations made at IDR2 Entry have now been completed, with further mitigating actions required ahead of IDR3 and Go-
Live.
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Question 1 - Have Xoserve achieved their exit criteria for IDR2 and 
are able to commence work on IDR3?


 Summary findings documented below are based on a review of both the IDR2 progress reports, lessons learned documentation and associated 
End Stage Assessment criteria


 The forecast RAG articulates Xoserve’s readiness to enter IDR3 on the 10th April 2017, assuming that relevant recommendations are 
implemented.


Sub-Question RAG
29/03


Current Findings Recommendation
F’cast 
RAG
10/04


a)  Have all IDR2 
activities been 
completed?


• YES - The Critical Path has been maintained throughout IDR2 with all major 
milestones (notably PNID) achieved as per plan


• Whilst there was some variance against baseline, the LLCP delivered against its ‘need’ 
dates, and some lower level task variance is to be expected given the fluctuating data 
and transaction volumes to be handled.


• Appendix 1. provides an overview of actuals vs. baseline against the IDR2 POAP
• Key variances (>24hrs) from baseline plan occurred for BW Extraction Performance, In 


flights Extract, Transform and Load & Unique Sites extract & transformation, however 
these also delivered ahead of the required need date/time.


• Review the LLCP, with associated lessons learned, to 
lock down the IDR3 plan wherever possible so that it 
replicates Cutover


• Control any subsequent essential changes through 
appropriate governance


• Clearly document areas of contingency at task level 
within the LLCP once identified


b)  Did IDR2 meet its 
success criteria?


• YES, with understood areas of risk - IDR2 has 15 exit criteria (see appendix 2 for the 
status reported at 27/03 and as applicable a CSA delta view). 


• Current RAG status – 1 Blue, 13 Green, 2 Amber
• Data defect rates are the key residual risk factor notably for the Delta (39 V. High / 


High Priority Defects at 28/3) as production need date for other sources is cutover
• See Appendix 3 for a summarised defect positon by data source
• Inflights testing results were positive with low levels of fallout. Defects logged and 


undergoing analysis


• Undertake additional inflights testing ahead of IDR 3 
to target defect closure – scoping in progress


• See below for recommendations regarding data 
defects


c)  If activities did not 
complete, is there a 
documented action 
plan eliciting the 
resolution or mitigation 
actions?


• Dedicated test cycle commissioned to address Unique Sites data defects
• For data sources where the production need date is cutover (all sources apart from 


Delta) IDR3 is to be utilised as a further test phase, as always intended.
• Delta defect fix strategy and plan confirmed albeit with very tight timelines ahead of 


IDR3
• Some Easy Billing Framework (EBF) defects remain open however data copies have 


been taken for continued offline defect fix (and Production need date is post go-live)


• Materiality assessment needs finalising for Delta 
Reads defects with the fix plan updated if required


• Prioritise root cause ETL fixes in IDR3 to minimise 
data fix overheads


• Confirmation of intended variations of fix strategy 
between IDR3 and cutover, given the potential need 
for a greater number of manual/data fixes


Task completion – actuals vs. baseline (LLCP extract 27/03)


Activity Status Total Ahead of B/L On B/L Behind B/L


Complete 2312 (79%) 926 (31%) 505 (17%) 881 (30%)


In progress 631 (21%) 37 (1%) 404 (14%) 190 (6%)
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Question 1 - Have Xoserve achieved their exit criteria for IDR2 and are 
able to commence work on IDR3? (Continued…)


Sub-Question RAG
29/03


Current Findings Recommendation
F’cast 
RAG
10/04


d)  Do uncompleted 
activities generate a risk for 
the transition and cutover 
into the production 
environment?


• 20 Delta defects require production data fix activity to correct 
issues from IDR2 Delta 1 – An opportunity exists to fix these in 
IDR3, with any defects that are not closed needing review and  
acceptance to become data fallout post Go-Live 


• Pragmatic steps have been taken within IDR3 plans to 
maximise the period available for defect fix, by merging Delta 
prep (Delta 0 cycle), with Delta 1 cycle


• A robust and controlled fix plan, as is currently being 
managed, is required to reduce the risk to Cutover


• Confirm Delta cycle 1 load timings are adequate to absorb 
Delta Cycle 0 volumes


e)  Is the list of activities 
identified by Xoserve 
sufficient to identify and 
prevent any incidents from 
occurring during the 
transition and cutover 
period?


• Lessons learnt have been comprehensively captured 
throughout IDR2 (113 logged to date @ 28/3)


• Key themes identified:
• Process adherence/gaps: operational and resourcing 
considerations
• Plan consideration: potential sources of update to the 
LLCP
• Requirement consideration: potential source of addition 
to the LLCP


• Lessons learnt review session to be conducted at TPG on 4th 
April 


• Analysis of the lessons learnt log is in progress to determine 
required actions – this should be prioritised based on 
materiality of impacts to IDR3


• Confirm actions to be taken from those options already in 
discussion to address resourcing learnings from IDR2, 
including:
• Rota amendments for both onshore and offshore to ensure 


secondary cover exists at all stages
• Consideration of further co-location of teams
• Wider options for reducing risk of resource burnout –


Downtime between IDR2, 3 & cutover


f)  How did Xoserve plan to 
mitigate any outstanding 
incidents to ensure IDR3 
was able to begin as 
scheduled?


• Updates have been made to an IDR3 version of the LLCP 
during IDR2 to support plan readiness for IDR3


• See question C & D for details of data defect related activities


• A review of resource allocation within the data stream is 
recommended to, where possible, expedite defect RCAs 
and retest activities


 Summary findings documented below are based on a review of both the IDR2 progress reports, lessons learned documentation and associated 
End Stage Assessment criteria


 The forecast RAG articulates Xoserve’s readiness to enter IDR3 on the 10th April 2017, assuming that relevant recommendations are 
implemented.


4
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Question 2 - Did Xoserve have adequate controls and processes in place 
to ensure that IDR2 is an accurate reflection of the actual cutover and 
deployment?


Sub-Question RAG
29/03


Current Findings Recommendation
F’cast 
RAG


10/4


a) Did the scope of IDR2 
reflect the activities and 
processes that will occur 
during the cutover?


• Inflights scenarios / volumes encountered during cutover will be dependent 
upon legacy activity during the pre-cutover period and IDR2 cannot exactly 
mimic this


• US inflights scenarios were a known scope exclusion (and v. low volume 
scenario)


• Data issues identified in IDR2 were managed as they will be in cutover 
utilising a Fall Out Management Approach to prioritise fix activities and 
protect the cutover critical path


• Data availability allowing, utilise IDR3 as a test 
opportunity for US inflights


b) Did the catch up batch 
activities reflect the expected 
volumes that will be 
produced due to a nine day 
NED period?


• Yes - Catch up activities completed as per plan
• 6 critical files were used for catch up simulation which account for approx. 


95% of volume of transactions experienced in legacy during the like for like 
period in 2016


• This scope agreed via internal governance and with TPG input
• Analysis is in progress to assess impacts on catch up caused by early cutover 


by a small subset of market participants 


• Industry participants must continue to flag any 
plans to deviate from ‘standard’ behaviours (in 
line with the 9/3 transition period modification)


• Analysis to validate the catch up volumes from 
early cutover participants must be finalised


c)  Did all incidents get noted 
and reported to the 
appropriate governance 
forum?


• IDR defects have followed the standard programme defect process i.e. 
capture and tracking via HPQC


• Emergency Release Deployment Board utilised to govern fix deployments 
within required timelines


• Defect and overall status updates reported externally via established channels 
and forums


• Data Fall Out Report due to be presented at PNSG on the 6th April.


• N/A


d)  Were incidents 
investigated and a root cause 
identified?


• Incident investigation and root cause analysis is following established defect 
process


• 15 IDR2 non data defects remain open (of which 8 are v high / high priority) as 
at 29/03. A clear resolution plan is needed ahead of IDR3.


• ‘Do not fix’ candidates should be identified to 
safeguard functional and data solution stability


 Summary findings documented below are based on a review of both the IDR2 progress reports, lessons learned documentation and associated 
End Stage Assessment criteria


 The forecast RAG articulates Xoserve’s readiness to enter IDR3 on the 10th April 2017, assuming that relevant recommendations are 
implemented.
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Status of IDR2 Entry Recommendations


Action RAG Explanation


• Final cross check of LLCP and lessons learned log required by Xoserve before Entry Action completed ahead of IDR2 – Similar action planned ahead of IDR3


• IDR1 lessons learned found to be outstanding / not catered for, but still relevant, need to be included 
in the LLCP or other prep activities ahead of IDR 2


Completed ahead of IDR2


• Agree formal sign off of LLCP across all teams & accountable parties Completed ahead of IDR2


• Incident management action timings/SLAs need to be amended for IDR 2 Completed ahead of IDR2


• It is recommended that IDR2 scope includes a test of IM processes as early as possible in the IDR 
lifecycle.


No current plan to execute/ simulate an incident in IDR to test process 
within IDR2, however intention exists to test within IDR3


• Explore option to copy NED window data to a separate client (prior to wipe-down) to allow extended 
triage


MCOD environment Copy agreed and in progress


• Ensure that comms plan has been reviewed agreed with Industry at TPG Shared with TPG w/c 27/02


• Agree industry governance process for wider cutover decisions
Processes defined for Incident Mgmt process and Industry governance 
(IRG etc) – Integration points need to be confirmed.


• Define formal mechanisms for flow of lessons learnt into IDR3, and ‘live’ adjustment of IDR planning
LLCP updated throughout IDR2. Final sweep of lessons learned to ensure 
all IDR2 LLs have been captured ahead of IDR3.


• Clarify the roles and responsibilities between ServiceNXT and the Programme over the IDR period.
Agreement reached on the R&R between Service NXT and Programme. 
(ServiceNXT shadowing)


• Establish tie-ins to industry GONG criteria and ensure that GONG G2 evidence is being collated as part 
of IDR 2 Entry


IDR2 Exit and IDR3 Entry Criteria agreed. IDR2 Exit and IDR3 Entry 
documentation will be finalised on 05/04 ahead of PNSG on 06/04 


• Identify process and forums through which to share IDR 2 & 3 lessons learnt to inform market cutover 
plans


Lessons learned updates will be fed through to the TPG ahead of IDR3


• Drive down key exit criteria to more granular and quantifiable form, agreeing criticality of each 
through appropriate governance


Agreement of tolerance thresholds is under review and planned to be 
finalised ahead of IDR3


• Agree with industry success criteria to exit IDR phases 2 & 3
IDR 2 Exit criteria communicated via TPG and assessment needed to 
determine any revisions required for IDR3 


• Review remaining in-flights test cases to confirm if they can be further rationalized, finalizing scope 
with industry


Agreement reached with industry on scope prior to IDR2 start. US 
descoped for in flights IDR2


• Explore boundaries of acceptable levels of in-flight and readiness ahead of IDR 2 (incl. US in-flights)
In-flight acceptable readiness levels confirmed via Industry In-flight 
Group


• Approach to deploying in-flights code and fixes to be documented and accepted at Programme level GT and IGT Deployment completed by 15/03


• Explore boundaries of acceptable levels of data readiness ahead of IDR 2 – what is the criticality of 
defects at risk of being open at the start of the phase


Fall out approach agreed with TPG


• Finalisation of US descoping from IDR2 required with Industry Complete. US In Flights de-scoped for IDR2


• Prioritise fix of all outstanding data defects based on criticality and likely impact to IDRs and Cutover Described within the agreed Fall out approach
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Conclusions


 Baringa consider IDR2 to have been a success, and support progress into IDR3


 Performance against the LLCP has been good with all key milestones achieved to plan. PNID, AAQ/MDS and Catch Up
milestones were all achieved on, or ahead of plan


 Lower level task variance against the baseline plan was experienced however tasks were still completed ahead of
their ‘need’ date and relevant actions have been captured within lessons learned, to be applied for IDR3. Some
variation in the plans should still be expected in IDR3 and even Cutover due to varying transaction volumes


 Data defects continue to be identified, representing an element of risk to the onwards IDR3 & cutover plans. A fix
strategy and plan are in the process of being rolled out, with an appropriate focus on Delta load defects.


 It is likely that not all defects will be resolved within the fix windows available and as such a clear prioritisation based
on defect impact is required. The agreed fall out approach will ensure that this is performed in a transparent manner


 Baringa recognise that a number of recommendations made at IDR2 Entry have now been completed, with further
mitigating actions required ahead of IDR3 and Go-Live


 The Xoserve team must ensure that their teams are set up for success for IDR 3, and Baringa are aware of an
increasing risk of resource burnout as we go through IDRs 2,3 and cutover


 Xoserve are investigating a number of resource options, which Baringa would support as suitable mitigations,
including:


 Bolstering/ring fencing Data Migration and SME validation resources


 Further colocation between on and offshore


 Review of validation processes & development of associated fix strategies


 Whilst IDR3 should continue to be considered as a test phase for all activities that do not write to Production
databases permanently, IDR3 should however represent stability from a plan perspective. Once lessons learned have
been embedded, the baselined IDR3 plan should be reflective of Cutover – with relevant governance approval for
any changes.


7
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Appendix 2: IDR 2 Exit Criteria – CSA Delta Commentary


REF IDR2 Exit Criteria
Required 


Completion 
Date


27/3 Prog. 
RAG


27/3
CSA
RAG


CSA Delta Commentary


9.01
All planned functionality defined and agreed as in scope for IDR2 has been tested with no outstanding 
P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 defects.


05/04/2017 A A


9.02
All planned Data scenarios defined and agreed as in scope for IDR2 has been tested with no 
outstanding P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 defects.


05/04/2017 A A


9.03
All planned Infra activities defined and agreed as in scope for IDR2 has been tested with no 
outstanding P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 defects.


05/04/2017 G G


9.04
All planned BW load and reporting activities defined and agreed as in scope for IDR2 has been tested 
with no outstanding P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 
defects.


05/04/2017 G G/A
The performance of a number of BW data loads exceeded the 
baseline plan by > 24hrs. NB critical path however was 
maintained, as need dates were met.


9.05
All planned Control M Batch Jobs defined and agreed as in scope for IDR2 has been tested with no 
outstanding P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 defects.


05/04/2017 G G


9.06
All planned AMT/EFT file processing defined and agreed as in scope for IDR2 has been tested with no 
outstanding P1 or P2 defects and with an agreed plan of action in place for any open P3 or P4 defects.


05/04/2017 G G


9.07 NED window processes in scope of IDR2 successfully simulated. 05/04/2017 G G


9.08
Simulation of the delta migrations and data validations following the migrations in scope of IDR2 have 
been completed within the agreed timelines, including Fallout Management and Reporting.


05/04/2017 G G


9.09 In-flight scenarios, in scope of IDR 2, have been successfully simulated. 05/04/2017 G G/A Inflights performance vs. plan and defect rates


9.10 Legacy UKL changes have successfully been tested during IDR2. 05/04/2017 G G


9.11
The testing of connectivity between the new SAP solution & all shared components (i.e. MarketFlow & 
EFT) have been successfully completed.


05/04/2017 G G


9.12
The testing of connectivity between the new SAP solution & Gemini CC has been successfully 
completed.


05/04/2017 G G


9.13
The testing of connectivity between the new SAP solution & CMS consequential change has been 
successfully completed.


05/04/2017 G G


9.14
Sample Portal access and roles required in readiness for go live have been successfully tested and 
approved


05/04/2017 B B


9.15
Post go-live batch job processing in scope for IDR2 have been executed and the jobs completed in the 
scheduled timeline. 


05/04/2017 G G


10
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PNSG Programme Summary


Source: PwC and Xoserve


The Solution Delivery workstream 
remains Amber/Green due to an 
outstanding requirement for industry 
to confirm post Go Live volumes which 
will be used to confirm the adequacy 
of Performance Testing results. 


Calculations indicate this is not 
expected to present an issue but 
confirmation is required of the 
assumptions used. Xoserve are now 
planning to present assumptions for 
validation, rather than seek direct 
industry input of volumes, and a cross 
industry discussion (potentially 
working group) is being set up to 
validate the future system volumetric 
assumptions. 


Note: Volumetrics have been provided 
by Xoserve and will be covered after 
the decision to exit MT Regression has 
been discussed. Theses slides appear  
later within this report.


The Market Trials workstream remains 
Amber due to 24 Market Participants still to 
complete MT Regression (MTR) testing as 
we enter the final week of the phase. Test 
progress has been generally consistent 
through the phase and the majority of 
Market Participants are close to completion. 
It is now critical that all Market Participants 
complete outstanding test lines, wherever 
possible, by 24 Mar 17.


A small number of test lines (26 in total) are 
currently forecast to complete after 24 Mar 
17. Market Participants have been asked to 
formally request approval where test lines 
that are considered critical are required to 
be tested beyond 24 Mar 17. These requests 
will be reviewed by Ofgem in consultation 
with PwC, Xoserve and the Market 
Participant and may require some use of the 
MTR contingency window.


Activity is in progress to finalise the MTR 
exit position against the phase exit criteria 
and this is will continue in  w/c 27 Mar 17. 
The MTR Exit Criteria relate to test plan 
completion, the defect position and agreed 
workarounds. Some additional / mitigating 
actions are required to achieve the criteria, 
which are outlined in more detail within the 
MTR section of this pack.


The workstream remains Amber due 
to the very tight timetable of IDR2, 
IDR3 and cut over. IDR2 is tracking to 
plan, any issues are being identified 
and resolutions created in line with 
the Fallout Management Approach.


There is a concern that organisations 
cutting over early may inflate catch 
up volumes (T3.4). 3 Organisations 
made the request to cut over early in 
February. This has since reduced to 2 
following further discussions. 
Following IDR2, Xoserve will perform 
an extrapolation of the catch up 
timing with expected volumes from 
the early cut-over participants to 
estimate if there is a risk of material 
impact to the catch up timing. 


Organisations are expected to 
maintain normal volume behaviour 
across the Transition period and raise 
a change request to Ofgem if they are 
behaving differently or wish to 
change their advised cut-over 
timelines.


The Data workstream remains Amber 
due to the residual risk of outstanding 
data, awaiting IDR2 final outcomes and 
iGT data quality. Key data fallout from 
IDR2 is being followed closely. At the 
DMG held on the 08 Mar 17, good 
progress was made to address iGT 
data inconsistency. Whilst work 
continues, the outcome of this DMG 
has resulted in an increased level of 
confidence amongst Shippers that any 
issues raised can be resolved and this 
will continue in the next DMG on 
23 Mar 17. 


In Flights testing of agreed high and 
medium priority scenarios has 
completed successfully. Actions to 
address outstanding areas: 
• Concerns around IDLs  by iGTs to be 
addressed starting with a meeting on 
21 Mar 17.
• In Flights working group has de-
prioritised low priority scenarios which 
will be tested ahead of and within  
IDR3.
• A follow up mini-DMG focusing on 
iGT data inconsistencies will be 
organised for week commencing 
03 Apr 17 to ensure these are 
resolved.


The GONG workstream remains 
Amber/Green. Regular contact with 
Market Participants has continued 
and engagement continues to be 
good. G2 assessment submissions 
from 23 Feb 17 have been analysed 
and were presented at PNDG on 
14 Mar 17. 


These highlighted that areas of 
concern remained in; iGT data 
alignment/ cleanse, maturity of 
Market Participants  transition 
planning, post Go Live support/ 
governance and completion of MT 
Regression. All of these concern 
areas are being managed at working 
groups or directly with Ofgem.


Successful completion of pre-IDR2 In 
Flight testing (pre and during IDR2) 
should help to build confidence in 
an area which was previously 
highlighted in GONG Submissions as 
an area of concern.


The data from the second G2 
submission on 16 Mar 17 is being 
evaluated and will be reported in 
the PNSG on 06 Apr 17. 
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Overview


Status Trend (from 
last PNSG)


Overall Summary: The Programme RAG remains Amber reflecting the level of risk across each of the workstreams leading up to Go Live. Solution Delivery continues 


to track Amber/Green as a result of the need for confirmation of industry volumes post Go Live (in order to verify performance results). Market Trials is rated as Amber. 
Although the majority of Market Participants are close to completion there is still a high number of Market Participants still to complete testing as we enter the last week of 
the phase. Data is rated as Amber due to residual risks around defects and awaiting the result of IDR2 and iGT data quality. Transition remains at Amber due to the 
proximity between IDR2 and IDR3  and cutover however IDR2 progress is tracking against its planned delivery. GONG remains Amber/Green reflecting several areas of 
concern across iGT data alignment/ cleanse, maturity of MP transition planning, post Go Live support/ governance and completion of MT Regression.
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Area Milestones Risks RAG Trend Outlook Status Potential impact


Market Trials Regression -


Ability to complete to schedule
MT2.6


R68


R69


R70


R94


R95


R96


R97


Amber/Green ⇔ ⇔


Majority of testing is projected to complete by MT2.6.  Testing 


beyond that point will be by exception.  Key areas of risk are 


invoicing (R096) and IDL (R097).  RIAG identified the need for 


an IDL deep dive group to be established to build confidence in 


the IDL file and its production.


Significant testing beyond MT2.6 will continue 


parallelism in the plan. 


IDR – In Flights - Ability to 


have In Flight solution in place
D1.5 R88 Amber/Green ⇑ ⇔


All In Flights designated as required for IDR2 where delivered 


prior to the need date.  Successful execution within IDR2 will 


reduce/eliminate this risk.


In Flights execution within IDR2 does not 


provide sufficient confidence. 


Cutover file volumes - Clarity 


on volumes and procedures 


and volumes


T3.4
R78


R102
Amber ⇔ ⇔ or ⇑


Xoserve’s cutover plans are based upon transaction sizing 


taken from prior years.  Any upwards deviation could cause 


some processes to take longer than expected.  Of specific 


concern is catch-up batch.  Information has been gathered from 


participants to determine likely catch-up file volumes.  This will 


be tested in IDR2.


Additional VNBDs may be required which 


would require urgent modification status.


IDR – Execution - Successful 


execution of IDR2 and 3


T1.5, T1.6, 


T3.5


R87


R91
Amber ⇔ ⇑


IDR2 will be the first time since IDR1 that a full end-to-end 


rehearsal of the cutover will take place.   IDR2 execution needs 


to be monitored closely.  So far, execution of IDR2 has been 


without major incident.


Significant failures in IDR2 could result in an 


inability to correct prior to IDR3 and would 


undermine attainment of the GONG criteria 


around successful completion of IDR2 and 3.   


Potential Go Live issue.


iGT Data reconciliation and 


T-rule compliance-


consistency between 


iGTs/Shippers and Xoserve


D3.4
R73


R84
Amber/Green ⇔ ⇑


The next monthly report up to end of February (issued end of 


March) is expected to show a decline in inconsistencies 


between iGTs and Xoserve.  A special DMG held on 06 Feb 17 


provided much needed clarity on the issues and a follow-up has 


been scheduled for early April.


Exceptions post Go Live.  However must be 


recognised that the data is already incorrect 


in the current system so in many cases there 


is already a customer impact.


⇑
⇓
⇔


Improved/Improving


Deteriorated/Deteriorating


Stable


Programme Risk Landscape


Source: PwC 4







Project 
Delivery


Market
Trials


Data Transition GONG AppendixOverviewOverview


Programme Risk Landscape


Source: PwC


Area Milestones Risks RAG Trend Outlook Status Potential impact


Cutover Files - Uncertainty 


over timing and format of 


some files produced during 


cutover


T3.5


R71


R92


R103


Green ⇑ ⇑
There are now solutions agreed for the two specific risks in this 


area (R71 and R92).  R103 is a general risk that further 


unknown areas exist.


Unlikely to impact Go Live.


Participant readiness -


readiness to operate
Post Go Live


R85


R89


R90


R93


Amber/Green ⇔ ⇔


Relates to the readiness of participants for Go Live and their 


ability to support operations.  This is being monitored through 


GONG for participants.  Consideration is also being given to 


engaging directly with some energy suppliers who use a 


third party shipper.


Customers could be adversely impacted.  


Potential Go Live issue depending on 


volume and impact.


Cutover coordination -


industry coordination of 


cutover and cutover decision 


making


T3.5


R86


R98


R101


Green ⇑ ⇔


An industry 23 day plan has been presented to TPG.  This plan 


promotes a common interpretation of what is expected from 


participants during cutover.  A Go Live governance plan has 


been prepared showing the decision making process from IDR2 


through to cutover.  IDR2 and 3 entry/exit criteria have been 


presented to TPG.  IDR0 has walked the cutover and tested 


contingency scenarios with participants and Xoserve.  The 


interim G2 submissions showed increasing confidence in this 


area.


Reactive changes to the 23 day plan may be 


required during cutover in order to resolve 


issues.  This could include emergency 


requirements for additional VNDBs.  


Xoserve post Go Live 


operations readiness -


readiness to operate new 


systems and processes


Post Go Live


R75


R76


R99


R100


Amber ⇔ ⇔


Work is required by Xoserve to quickly confirm arrangements 


for post Go Live including releases, management, governance, 


processes, testing and post Go Live support.  Information is 


required so that participants can plan their own programmes 


and operations.


Lack of Xoserve readiness could lead to a 


failure to meet GONG criteria  Potential Go 


Live issue.


Market trials not fully 


representative of production


- Some functionality and data 


may not be fully tested in 


market trials


Post Go Live


R52


R59


R74


Amber/Green ⇔ ⇔


Functionality not tested has been collated and reviewed by 


MTWG,  DMG has reviewed T-rules that were not applied 


during the MT data load.  PwC will review use of dummy iGT 


test data as part of MTR Exit assurance.  This area is now 


largely an inherent risk that must be accepted.


Exceptions could occur post Go Live.


⇑
⇓
⇔


Improved/Improving


Deteriorated/Deteriorating


Stable
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Source: PwC


Decision: MT Regression Exit


# Decision Status Due Date
Areas of 


Programme 
Affected


Comments Outcome


D024


MT Regression Exit


The PNSG are requested to 
ratify that MT2.6 [Market Trials 
Regression Complete] has been 
realised and that this phase of 
the programme is  now 
complete. 


22 Mar 17 Market Trials


MT Regression Exit Criteria


1. 100% execution of participant test plan relating to C1/C2 processes.
2. Zero P1/P2 open defects.
3. Industry agreed P3 defect list.
4. Workarounds are documented and agreed.
5. Numbers of agreed workarounds are sustainable.


Ofgem indicative decision
The Ofgem Indicative Decision is that industry can exit Market Trials 
Regression.


Pending 
PNSG 


Decision 


Programme decision 
with no impact to POAP


Decision impacts 
the Go Live date


Decision causes a milestone date 
change on the Plan on a Page☒ ☒ ☑
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MTR Completion Summary


Source: PwC


At COB Friday 17 Mar 17:


• 13 participants complete


• 5 participants forecast not to complete by 24 Mar 17


• 19 participants forecast to complete by 24 Mar 17


• 1658 test lines closed
includes complete, de-scoped and accepted as 


‘incomplete’


• 232 test lines remaining
177 test lines closed during w/c 13 Mar 17


• 26 test lines forecast to complete after 24 Mar 17


MTR Objective - to demonstrate that the mandatory 
scenarios (C1 and C2) have not been impacted by changes 
and defect fixes made during Market Trials. 


Participants taking part in MT 
Regression


Participants being tracked through a 
‘Managed’ MTR test plan


37


37


Participants provided a portal 
submission on 16 Mar 17


32


MTR PwC Portal Response - 16 Mar 17


Information within this PNSG MTR update is based 
on participants’ self assessment via the PwC 
Assurance Portal on 16 Mar 17, ‘Managed’ MTR 
test plans and Xoserve defect data.


Market Supply 
Point coverage of 
16 Mar 17 Portal 
Submission


Market AQ coverage 
of 16 Mar 17 MTR 
Portal Submission
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Source: ‘Managed’ participant test plans


MTR Progress @17 Mar 17


A relatively consistent rate of testing has been achieved throughout the phase. With one week to go, 12% of test 
lines are still to be completed with 1% currently forecast to complete beyond 24 Mar 17.


Test Line Breakdown (@17 Mar 17)


Total 1890


Complete 1355


Forecast to complete by 24 Mar 17 206


Forecast to complete after 24 Mar 26


Accepted as ‘Incomplete’ 8


De-scoped 295
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RAG Key:


Source: PwC


MTR Exit Criteria


The MT Exit Criteria were developed by MTWG and approved by industry through review of the MTR Approach Document.


MTR Exit Criteria
Current 
status


Key reason for status Next steps / mitigation required
Supporting 
information


1 100% execution of 
participant test 
plan relating to 
C1/C2 processes


26 test lines are currently 


forecast to complete after 24 


Mar 17 and some are likely to 


require testing in MTR 


contingency window.


• Participants to complete testing wherever possible by 24 Mar 17.


• Participants to formally request approval to complete any 


outstanding critical test lines within MTR contingency window.


• Ofgem to approve MTR contingency tests in consultation with 


PwC, Xoserve and Participants. 


• Approval to test will include consideration of Go Live criticality 


and Xoserve resource impact of maintaining the MT Environment.


Slide 10


2 Zero P1/P2 defects Delivery plan for all remaining 


open Xoserve P2 defects 


needs be finalised and any 


impacts considered through 


defect call.


• Finalise delivery plan for open Xoserve P2 defects. Review 


associated test lines through process outlined for Exit Criteria 1.


• Any new P2 defects to be reviewed in weekly defect call on 24 


Mar 17. 


Slide 12


3 Industry agreed P3 
defect list


Process in place and being 


followed to finalise P3 defect 


list following defect workshop 


on 09 Mar 17. 


• Finalise defect position during w/c 27 Mar 17 and agree Post Go 


Live (PGL) priority status in weekly defect call on 31 May 17.


• P3 defect list to be passed to PGL team to input into release 


planning (also dependency on PGL test environment).


Slide 12


4 Workarounds are 
documented and 
agreed


Process in place and being 


followed to finalise 


workarounds. Clarity required 


over Xoserve workaround 


numbers


• Xoserve to complete analysis of remaining ‘in progress’ 


workarounds and review with industry on 31 Mar 17 defect call.


• Xoserve to finalise workaround list and publish on Xoserve Library.


Slide 14


5 Numbers of agreed 
workarounds are 
sustainable


Risk highlighted by Baringa 


around sustainability of 


Xoserve defect related 


workarounds.


• See actions in Baringa report over the  maintenance of code 


stability during MTR.


Slide 15


Not on track to achieve Exit Criteria On track to achieve Exit CriteriaAdditional action / mitigation required to 


achieve Exit Criteria 
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MTR Exit Criteria 1 Status


100% execution of participant test 
plan relating to C1/C2 processes


Source: PwC


Exit Criteria 1 – Test Completion


Participant Self Assessment against C1 / C2 Plan 
Completion by 24 Mar 17


Number of participants tested per scenario (@17 Mar 17)


C1/C2


Complete or 
on track (26)


Off track to 
complete (8)


Where participants are reporting ‘off-track’ to complete testing by 24 Mar 17 
this is due to individual test lines that are not expected to complete on time.


Participant self assessment commentary:


• Of the 8 participants that are ‘off-track’ only 5 
currently have test lines forecast  beyond 24 Mar 
17.


• Key reasons participants are reporting ‘off-track’:


• iDL filed for iGTs.


• Defects blocking completion of specific test lines 
(both internal and Xoserve defects).


No response (3)
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MTR Test line fallout


Source: ‘Managed’ Participant test plans


As of 17 Mar 17, 26 test lines were forecast to complete after 24 Mar 17. Market Participants have been 
asked to formally request approval by midday 22 Mar 17 from Ofgem (via their PwC / Ofgem Case Manager)  
to complete outstanding test lines beyond 24 Mar 17. This will be on an exceptional basis only where a clear 
justification exists and is subject to PNSG ratification of the approach to using the MTR contingency window.


Functional area Mandatory Scenario Number of test lines Participants Forecast completion


AQ Update and 


Correction


Market Participant requires test to be completed in 


April to allow AQ to be effective in systems (effective 


date 1st April)


3 Challenger A 03 Apr 17


4 Challenger B 31 Mar 17


Transfer of Ownership
Defects raised with Xoserve blocking specific test cases 


within ToO process


6 Large Supplier A 07 Apr 17


1 Large Supplier B 17 Apr 17


EWS file
Defect raised with Xoserve blocking completion of test 


case
1 Large Supplier A 07 Apr 17


MBR file
Defect raised with Xoserve blocking completion of test 


case
1 Large Supplier A


07 Apr 17


Asset Updates iGT New Connection (partner tests with 2 iGTs) 2 Large Supplier A 31 Mar 17


Portfolio Reports IDL testing 4 iGT A 24 Apr 17


CSEP Acceptance of CSEP creation 1 Large Supplier A 21 Apr 17


Internal issues
Internal defects impacting one Market participant 


blocking testing of scenarios regarding class 4 reads
3 Challenger B 31 Mar 17


Total: 26 test lines 5 Participants
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Source: PwC / Xoserve


Exit Criteria 2 – P1 / P2 Defects


Market Participant Internal P1 / P2 Defect Self-
Assessment


P1/P2


0 open 
internal 
P1/P2 
defects (26)


No response (6)


1 or more open 
internal P1/P2 


defects (5)


MTR Exit Criteria 2 Status


Zero P1 / P2 defects


As at 15 Mar 17, there were 12 open P2 Xoserve defects of which 11 have 
been approved for fix through the weekly defect call and 1 is not considered to 
be code stability impacting.


Participant self assessment commentary:


• Of the 6 non-respondents, 1 challenger had 20 
P1/P2 internal defects open at 23 Feb 17 Portal 
submission. This is being followed by the PwC / 
Ofgem Case Manager to understand if these have 
since been closed.


Xoserve Open P1 / P2 Defects @ 15 Mar 17
Source: Xoserve MTR / MT defect list


Type Open P1 Open P2 Commentary


Xoserve 


Internally 


Raised


0 6 • 1 P2 defect does not impact code stability


• 5 P2 defects accepted for fix prior to Go Live


• 3 defects were due for deployment on 


20 Mar 17 and others are awaiting a fix date.


Xoserve 


Externally 


Raised


0 6 • 6 P2 defects have been accepted for fix prior to 


Go Live


• 2 defects were due for deployment on 


20 Mar 17 and others are awaiting a fix date.


Internal Market Participant Open P1 / P2 Defects @ 16 Mar 17
Source: 16 Mar 17 Portal Submission


Type Open P1/P2 Commentary


Total internal 


defects 


reported by 


participants


10 • 5 participants provided internal defect numbers in the 


portal
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Source: Xoserve


Exit Criteria 3 – P3 Defect List


MTR Exit Criteria 3                        Status


Industry agreed P3 defect list


The defect workshop held on 09 Mar 17 established a provisional defect 
position. This is being updated through the weekly defect call and will be 
finalised during w/c 27 Mar 17 for final agreement at the call on 31 Mar 17.


TICKETS Total


Participant Raised MTR Tickets: 208


Currently being assessed 42


Resolved 57


Rejected (51%) 109


Notes:


*Includes the following Xoserve defect taxonomy 
categories: AMT Testing; CR Testing; IDR1/IDR1 Migration; 
MT/MTR; Operational Readiness; SMART.


** ‘Actions Resolved’ includes closed defects, defects to be 
fixed post go-live; and defects subject to workarounds.


ALL DEFECTS (excluding data)*
External / 


(Internal)


Defects open at and since 09-Jan: 78 (262)


Total open: 18 (68)


Actions Resolved** 60 (194)


MT / MTR DEFECTS External / 


(Internal)


Defects open at and since 09 Jan: 78 (114)


Total open 18 (25)


Actions resolved** 60 (89)


Xoserve defect position @15 Mar 17


St


Process to agree the final P3 defect list:


1) Defect workshop held on 09 Mar 17 to establish 
the provisional P3 defect position.


2) Weekly defect calls used to review any new P3 
defects with industry and update the provisional 
list.


3) Following MTR Exit, compile the final defect 
position, which captures all MT / MTR defects 
identified during the phase and how they have 
been ‘resolved’ (eg., fix applied, workaround, fix 
post go-live, closed as duplicate, closed as rejected)


4) Review final defect position with industry on the 
weekly defect call on 31 Mar 17.
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Source: PwC / Xoserve


Exit Criteria 4 & 5 - Workarounds


Workarounds are documented and agreed 
(internal and Xoserve)


Yes (27)


No response (5)


Xoserve Workarounds @ 15 Mar 17
Source: Xoserve Library


No. Workarounds 19 Currently captured on the Xoserve Library


No (5)


Market Participant Workarounds @ 16 Mar 17
Source: 16 Mar 17 Portal Submission


Number of 
participants 
reporting 
workarounds


8 Note: only 8 participants provided a response in the portal 
to the number of internal workarounds they are expected to 
operate at Go Live. Further review is being performed as 
part of the MTR Exit Assurance activity.


Number of market 
participant 
workarounds 
reported


24 5 participants have reported 2 or less
1 iGT has reported 5
1 I&C has reported 7
1 GT has reported 4


MTR Exit Criteria 4 & 5 Status


Workarounds are documented and agreed


Workarounds are sustainable


Participants consider the current number of workarounds to be sustainable at 
an industry level. The Xoserve workaround list is to be finalised following MTR 
Exit and reviewed with industry as part of the weekly defect call.


Workarounds are considered sustainable 
(internal and Xoserve)


Yes (31)


No response (6)


Participant self assessment commentary:


Of the 5 participants reporting ‘No’ to ‘Workarounds 
are document and agreed’ the key reasons are:


● Participant still to review workaround list


● Internal defects may still result in workarounds


● Xoserve workarounds and documentation need 
finalising
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MTR Exit - Indicative Decision


Source: Ofgem


The Ofgem Indicative Decision is that industry can exit Market Trials Regression.


Fundamentally, the testing undertaken throughout the Market Trials phases has been about proving the functionality of the Nexus solution across the 


market. 


Ofgem have weighed up a number of factors against the MTR exit criteria to assess the overall risk to the market and consumers. These have included, 


but not been limited to, the current trajectory of testing activity towards phase completion, the nature and extent of test lines currently forecast not to 


complete by 24 Mar 17 and the current defect and workaround position.  Ofgem will continue to assess completion of residual testing, the finalisation of the 


defect and workaround positions and planning for P3 defects deployment and testing in the Post-Go Live environment.


Exit Criteria
1. The MTR exit criteria are on 


track to be achieved with 


actions and processes in place 


to close out the criteria. 


1. Where exceptions have been 


identified sufficient mitigating 


actions are in place.


Defects
1. P1 and P2 defects identified in 


MTR so far, have been fixed 


and deployed, or have an 


appropriate plan to close these 


out after exiting MTR.


2. A process is in place and being 


followed to finalise the P3 


defect list and agree this with 


industry. A priority fix category 


has also been allocated to 


assist in planning for Post-Go 


Live deployment.


Outstanding Tests
1. A process for escalation of 


outstanding tests has been 


determined, requiring market 


participants to justify the impact 


to the market resulting from 


incomplete testing. 


2. These escalation requests will 


be discussed with Xoserve to 


determine the ability to 


resource the testing beyond 24 


Mar 17 within the MTR 


contingency window.


Code Stability
1. Baringa have provided 


assurance that Code Stability 


has been maintained throughout 


MTR.


2. Baringa has also assured the 


process for the management of 


Code Stability between the exit 


of MTR and Go Live and noted 


that there are processes in place 


to protect Code Stability.


Ofgem’s indicative decision is based on the information and advice provided at the time of making this decision. Should new information becomes available, 


this decision may be subject to change. If Market Participants would like to discuss further,  please contact Nicola Garland at nicola.garland@ofgem.gov.uk.
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Source: PwC


Decision: MT Regression Exit


# Decision Status Due Date
Areas of 


Programme 
Affected


Comments Outcome


D024


MT Regression Exit


The PNSG are requested to 
ratify that MT2.6 [Market Trials 
Regression Complete] has been 
realised and that this phase of 
the programme is  now 
complete. 


22 Mar 17 Market Trials


MT Regression Exit Criteria


1. 100% execution of participant test plan relating to C1/C2 processes
2. Zero P1/P2 open defects
3. Industry agreed P3 defect list
4. Workarounds are documented and agreed
5. Numbers of agreed workarounds are sustainable.


Ofgem indicative decision
The Ofgem Indicative Decision is that industry can exit Market Trials 
Regression.


Pending 
PNDG 


Decision 


Programme decision 
with no impact to POAP


Decision impacts 
the Go Live date


Decision causes a milestone date 
change on the Plan on a Page☒ ☒ ☑
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Source: PwC


Decision: PT Volumetrics


# Decision Status Due Date
Areas of 


Programme 
Affected


Comments Outcome


D025


UKLP Meter Read NFR


PNSG are asked to confirm that 
this should not be regarded as 
a Go Live risk.  Post Go Live the 
volumes should be monitored 
and, if necessary, industry 
support and/or UNC changes 
considered to smooth the 
submission of meter reads.


22 Mar 17
Solution 
Delivery


Through performance testing, Xoserve have established a maximum daily 
read processing capability of 32 million reads per day.


To validate that this maximum is sufficient, Xoserve have established a series 
of scenarios based on varying assumptions of smart take-up, class three take-
up and submission distribution


The scenarios within this presentation show that even when taking the most 
aggressive assumptions for smart and class three take-up, the volumes are 
manageable providing that the submission of reads is distributed evenly over 
the month.


Pending 
PNSG 


Decision 


Programme decision 
with no impact to POAP


Decision impacts 
the Go Live date


Decision causes a milestone date 
change on the Plan on a Page☒ ☒ ☑
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Calculation Need…


Volume Variables Behaviour Variables Read Volumes NFR


▪ Read submission is expected to be the most voluminous inbound submission to Xoserve’s 


central systems, and it is also one where least information is available, as it is significantly 


influenced by new variables within the industry (e.g. smart meter rollout and class 3 take up)


▪ An aggregated read submission profile is required to assess industry process requirement


▪ Xoserve need a system to manage the peak day; specifically is there even, low submission 


or uneven/peaky, high submission?


Number of 


smart 


Meters


Class Type


Submission 


pattern (e.g. daily 


throughout month, 


grouped in to 


packages (e.g. 


once a month)


When in month (if 


grouped) (e.g. 


last day of read 


window)


Peak day 


performance 


need…?







Models / Scenarios


▪ Xoserve have established a series of scenarios in order for industry review and 


validation.  Further models can be considered by changing the variables


▪ Peaky submission is the main influencer of breaching 32m


Scenario
Class 3  initial 


take up


Class 3 


Increase


Class 3 Read 


submission


Class 4 Read 


submission


Estimated 32m Exceed point 


/ Comments


Low 2%
Supplier led –


niche products


Evenly 


distributed


Evenly 


distributed


Well beyond 2020 (~5m peak 


day submission by Dec 2020)


Medium 10%
Supplier led –


mass market


Evenly 


distributed


Evenly 


distributed


Well beyond 2020 (~14m peak 


day submission by Dec 2020)


Medium / 


High
100%


CMA 


mandated


Evenly 


distributed


Evenly 


distributed


Beyond 2020 (~24m peak day 


submission by Dec 2020)


High 4%
Supplier led –


niche products


Peaky by all of 


industry (5 even 


batches per 


month)


Peaky by all of 


industry (5 even


batches per 


month)


September 2020 (~36m by Dec 


2020)


Very High 10%
Supplier led –


mass market


Peaky by all of 


industry (2 even 


batches per 


month)


Peaky by all of 


industry (2 even 


batches per 


month)


August 2018 (~43m by Dec 


2018)


Worse 


case
100%


CMA 


mandated


Singular peak by 


all of industry


Singular peak by 


all of industry


Immediately exceeds 32m 


(>200m peak day in 2017)
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Our Calculation Assumptions


Smart Meter volumes - Base Assumptions:


Variable assumptions:


▪ V1: Class 3 initial take up (i.e. within the first 6 months of PNID)


▪ V2: Class three increases, for which we’ve established three scenarios


▪ V3 and V4: Class 3 and 4 read submission volumes


In situ Jun-17 Dec-17 Jun-18 Dec-18 Jun-19 Dec-19 Jun-20 Dec-20


Additions 3,500,000 1,750,000 1,750,000 3,000,000 3,000,000 3,000,000 3,000,000 2,000,000 2,000,000


Cumulative 3,500,000 5,250,000 7,000,000 10,000,000 13,000,000 16,000,000 19,000,000 21,000,000 23,000,000


Dec-17 Jun-18 Dec-18 Jun-19 Dec-19 Jun-20 Dec-20


Supplier led - niche 


products


Additions 1% 2% 2% 3% 3% 4% 4%


Cumulative 1% 3% 5% 8% 11% 15% 19%


Supplier led - mass market 


products


Additions 1% 3% 4% 7% 9% 11% 14%


Cumulative 1% 4% 8% 15% 24% 35% 49%


CMA mandated
Additions 99% 0% 0% 0% 0% 0% 0%


Cumulative 99% 99% 99% 99% 99% 99% 99%







Risks with our assumptions


▪ Base information has been obtained from BEIS (DECC)


▪ Class 3 initial take up, increase scenarios and daily read 


submission variables have all been estimated by Xoserve, but 


are based on information shared by industry through initial 


development in Nexus BRDs and periodically through work 


groups


▪ There is a risk that these are not representative of planned 


and actual industry behaviour, and therefore the requirements 


that the system is established to support are not accurate


▪ The most impactful of these variables is the combination of  


class 3 and subsequent daily read submission profile







What happens if we breach


▪ If more than 32m reads are submitted, and the system does 


not process them within the allocated time, they will pass over 


to the next day for processing


▪ This means read processing may/will take longer and 


downstream processes may/will be impacted (depending 


upon scenario) (e.g. rolling AQ, reconciliation)


▪ Depending on the volume in excess of 32m, this may mean 


multiple days of ‘passing over’


▪ It may also mean that wider system processing becomes 


impacted by extended read processing







Mitigations


▪ The key mitigation is to even out read submission; this is by far the most influential 


variable


▪ Read submission mitigation options:


▪ Example option 2: participants submit 20% of their portfolio in 5 even batches 


throughout month, and Big 6 submit on separate days from each other


▪ Alternative future option; Increase Xoserve system capabilities; is this additional 


industry investment really required?


Ref Option Pros Cons


1
Industry to submit 


reads on a daily basis 


when received


• Most even submission profile


• System can manage such levels


• Participants smooth today


• May require industry to configure 


systems to adhere to this profile


2
Industry to even out 


submission amongst 


participants


• Should achieve even submission


• Requires cross-industry 


coordination


• Dominated by big 6 alignment


3
Use Class 4 instead 


of Class 3 and submit 


one read a month


• Reduces volumes to be submitted
• Under utilising service options


• Limits industry service choice
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Decision: PT Volumetrics


# Decision Status Due Date
Areas of 


Programme 
Affected


Comments Outcome


D025


UKLP Meter Read NFR


PNSG are asked to confirm that 
this should not be regarded as 
a go-live risk.  Post go-live the 
volumes should be monitored 
and, if necessary, industry 
support and/or UNC changes 
considered to smooth the 
submission of meter reads.


22 Mar 17
Solution 
Delivery


Through performance testing, Xoserve have established a maximum daily 
read processing capability of 32 million reads per day.


To validate that this maximum is sufficient, Xoserve have established a series 
of scenarios based on varying assumptions of smart take-up, class three take-
up and submission distribution


The scenarios within this presentation show that even when taking the most 
aggressive assumptions for smart and class three take-up, the volumes are 
manageable providing that the submission of reads is distributed evenly over 
the month.


Pending 
PNSG 


Decision 


Programme decision 
with no impact to POAP


Decision impacts 
the Go Live date


Decision causes a milestone date 
change on the Plan on a Page☒ ☒ ☑
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Decision: Stop AQ17 Calculation


Source: PwC


# Decision Status Due Date
Areas of 


Programme 
Affected


Comments Outcome


D026


Stop Legacy AQ Calculation


PNSG are asked to endorse the 
recommendation that the AQ 
Calculation activity is not 
initiated on the Legacy UK Link 
System. 


22 Mar 17 Data 


Initiating the AQ Calculation within the Legacy UK Link System presents two 
risks:
- The volume of data to be loaded from Legacy to SAP UK Link System is 


significant.  There is a risk that this cannot be accommodated within the 
available timescales impacting timescales such as entry into 
Implementation Dress Rehearsal 3 (IDR 3), data migration for Go Live and 
consequently Project Nexus Implementation Date.


- This process would present future dated AQs in SAP UK Link System will 
become effective on 1st October 2017 impacting the revised AQ 
arrangements at Project Nexus Implementation.  These would need to be 
removed from SAP so that these do not overwrite other AQs calculated 
under the revised AQ arrangements following Nexus Implementation.  
These AQs could include significant spurious values.


In order to stop the above risks but retain the provision of the T04 records to 
Users Xoserve would be required to remove these Provisional AQ values from 
the delta extract. 
Any solution option considered presents a risk in order to design, develop and 
test the solution.  A risk, even with a comparatively low likelihood, could 
impact the critical path given the sensitive area involved.  Any changes to the 
delta solution would amend performance of the extract timescales.
As such, PNSG are asked to support a recommendation that the AQ 
Calculation activity is not initiated on the Legacy UK Link System.  In 
supporting this recommendation, PNSG are asked to note that, by stopping 
the AQ Calculation activity now, that in the event that PNID is deferred 
beyond 01 Oct 17 a wholesale AQ Review could not be conducted to be 
effective from 01 Oct 17.


Pending 
PNDG 


Decision 


Programme decision 
with no impact to POAP


Decision impacts 
the Go Live date


Decision causes a milestone date 
change on the Plan on a Page☒ ☒ ☑
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AQ17 Summary


▪ AQs become effective on 1st October in a Normal Year AQ Review


▪ PNID of 1st June 2017 means that any AQs would not become effective


▪ Users had requested that the ‘Provisional AQs’ be issued for SSP sites 


▪ Issues identified with initiating the AQ Calculation


▪ Large volumes of data (>1m records) will start to be placed into Legacy UK Link from [20th March]


▪ This data will – without a change – be subject to delta to SAP UK Link


▪ Volume has not been accounted for


▪ Any change will present a risk as:


▪ Change will impact delta performance


▪ Limited opportunity to test this prior to deployment


▪ Recommendation will be made to PNSG
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Key Data Issues and Resolution


Source: PwC


The data workstream has focused on four key areas seen as critical for resolution prior to Go Live, listed below. All areas have been reviewed 
and resolutions for issues are tracked at SSP and DMG meetings.


Delta data load iGT Data inconsistencies


● 100% MPRN changes loaded,  less than 1,000 MPRNs impacted 


by defects in one or more attributes in each case and Xoserve are 


confident that they have post-load fixes.


● PwC will conduct an assurance review of the Delta prep and load 


(similar to that undertaken for Bulk 2), including assessment of the 


treatment of these post-load fixes.  This will be reported to PNDG 


on 11 Apr 17.


● DMG working group analysed inconsistencies in data between 


iGTs, Xoserve and other participants.


● Majority of issues related to timing have been understood and 


noted.


● No ‘unexplained’ issues identified.


● Other issues noted identified resolution and review.


● Follow up DMG working group to be carried out in April.


In Flights Data market readiness survey


● In Flights testing successfully completed prior to IDR2 thanks to 


Xoserve’s efforts and the working group’s support.


● Portal submissions received 16 Mar 17.


● Analysis on status and progress since last submission is being 


performed.


● Site visits planned to go through key issues for identified 


participants.


February survey:


Across all participants


and questions, total


responses by RAG


Rating.  No new issues


Identified.


Red/Amber and Red responses have helped us to focus support on market 


participants with specific issues.


Scenarios 


total


Scenarios 


passed


MPRNs based 


on June 2016


GT Scoped 35 35 156,649


Descoped 0 0 0


Voluntary withdrawals 231


Ratchets & unique sites 8


iGT scoped 10 10 29,909
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Source: PwC RAID Management


Action Log


Action # Action Progress Owner Status Due Forum


A223
Provide an update on the plans for post Go Live release(s) at the 
next PNSG.


Xoserve meeting with one Market Participant to walk through 
this the week of 6 Mar 17. Update will be provided to PNSG 
subsequent to this activity. Propose to move date to 22 Mar 17.


Xoserve
22-Mar-17


PNSG


A242
RIAG to consider a special session on the risks surrounding 
iGTs, including; IIL files, data for In Flights testing, File 
formats during cutover and lack of confidence in IDL files.


A session of RIAG considered this matter on 16 Mar 17. A 


deep dive meeting with iGTs and Xoserve is being held on 21 


Mar 17. 


PROPOSE TO CLOSE.


Ofgem 16-Mar-17 PNSG


A243
PwC to provide  view of test lines currently forecasting 
completion beyond the end of MT Regression (24 Mar 17) 
and identify if any are considered showstoppers to Go Live.


This has been provided to RIAG, MTWG and PNSG.
PROPOSE TO CLOSE. PwC 20-Mar-17 PNSG


A244
Xoserve to engage with SP, EON and First Utility to get to a 
conclusion on the meter read processing volumes.


Slides included in PNSG pack with decision on impact to day 


one volumes sought. PROPOSE TO CLOSE. Xoserve 20-Mar-17 PNSG


A245


Send out an information note to PNSG circulation list setting 
out governance expectations on participants in the run up to 
Go Live. Include items such as: -Continuity of attendance at 
PNSG. 
-Need for agility and rapid review and turnaround of PNSG 
materials.


To be communicated upon finalisation of the Issues 


Resolution Group structure, when both updates will be 


circulated to the industry. Propose to move date to 31 Mar 17. Ofgem
17-Mar-17


=>
31 Mar 17


PNSG


A246
Present high-level GONG assurance map to next PNSG 
showing what different assurance is being done and by 
whom.


Include in slide pack. 


PROPOSE TO CLOSE PwC 22-Mar-17 PNSG
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Adices 


Source: PwC 40


# Title Slide


1 Governance Meeting Schedule 41 - 42


2 Hot Topic - IRG Principles 43 - 46


3 Hot Topic - Assurance Reporting 47 - 48


4
Disclaimer


49


5


6


7


8


9


Appendices


Appendix
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Governance: Meetings


Source: PwC


07 Mar 17 16 Mar 17 30 Mar 17 13 Apr 17 27 Apr 17


• Next steps from 
previous RAID log 
review 


• Post Go Live 


• iGT readiness (on request of 
PNSG)


• Defect/Test post Go Live (post 
MTWG Defect Deep Dive)


• Issue Resolution Group ways of 
working


• IDR2 progress check in
• Risk log close out tracking 


towards Go Live
• Assumptions check in
• RAID log review


• Post Go Live check in
• Disengaged Market 


Participants and new 
market entrants 
framework


• Project Nexus in Wider 
Industry


• Assumptions check in
• Change overview board 


check in
• RAID log refresh to 


prepare for the next 
meeting agenda


RIAG Meeting Focus


PNDG Meeting Focus


PNSG Meeting Focus


PNSF Meeting Focus


28 Feb 17 14 Mar 17 28 Mar 17 11 Apr 17 25 Apr 17


• Programme Update
• Workstream Update
• iGT IDL File Briefing


• Programme Update
• Workstream Update


• Programme Update
• Workstream Update


• Programme Update
• Workstream Update


• Programme Update
• Workstream Update


22 Mar 17 (F2F) 23 Mar 17 (Webex) 30 Mar 17 (Webex) 06 Apr 17 (F2F) 10 Apr 17 (Webex)


• MTR Exit Decision
• MT Regression Report
• Assumptions Hot Topic


• Go Live Simulation
• Governance Updates
• IDR2 Progress


• Governance Updates
• IDR2 Progress
• PwC Interim Assurance Report -


Verbal Update
• Baringa Interim Assurance Position
• Xoserve Draft IDR2 Exit and IDR3 


Entry Reports


• IDR3 Entry Decision
• PwC G2 Interim Assurance 


Report 
• Baringa IDR2 Exit Assurance 


Report
• Xoserve IDR2 Exit Report/ IDR3 


Entry Report


• IDR3 Entry 
Confirmation


Early May (TBC)


• Programme Update
• Outcome of IDR2 and IDR3
• GONG Assessments
• Go Live Preparations
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Governance: Meetings


Source: PwC


09 Mar 17 21 Mar 17 4 Apr 17


• MTR Progress
• Workarounds
• Defect position


• MTR Progress • Review open MTWG 
actions


• Review MTR Exit 
Potion


MTWG


DMG


TPG


Interim DMG 20 Apr 17 18 May 17 28 Jun 17


• Resolution of iGT data 
inconsistencies


• iGT Data Fallout
• GONG 3 (Data)
• Data Update (XO)
• Mitigations
• Post-live role of DMG


• GONG 4 (Data)
• Mitigations
• Post-live comms


• Exception Handling
• Post-live role of DMG


21 Feb 17 07 Mar 17 21 Mar 17 04 Apr 17 18 Apr 17


• Catch Up Batch Baseline
• Industry 23 Day Plan
• DMG Fact Finding
• Contingency Planning 


Update


• IDR0 Closure Document 
Review


• Monitoring Dashboard 
Review


• Industry 23 Day Plan 
Baseline


• Contingency Playbook 
Review


• IDR2 Update
• Monitoring Dashboard 


Review
• Hypercare Approach 


Review


• IDR2 Summary
• Hypercare Approach 


Baseline


• IDR3 Update
• Post-live role of TPG
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Hot Topic


Source: PwC
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Incident Classification Grid


Source: PwC
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Any incident arising during the cutover period will be assigned a classification of 1 thru 5 according to the grid below. The position on the grid will 
be governed by two dimensions:
• Decision Timeline – This outlines whether a decision would need to be made immediately, or if this could wait until the scheduled daily IRG 


meeting. The severity of the incident and consequent impact to the schedule of the cutover plan would be considered here. 
• Customer and/or PNID Impact/Risk – A threshold of impacted customers will be defined to categorise issues distinctly into ‘Low’ or ‘High’. Note 


in this case, customer impact refers to impact to the end customer.
The criteria that will determine an incident’s position on the grid will be defined following experience gained during IDR2 and IDR3.  Incidents may 
be raised by Xoserve or participants.


Note: Class 1 and Class 2 incidents will be reported to the PNSG.


Decision 


timeline


Immediate 


decision required


Class 5 Incident


Take decision.  No 


IRG reporting or 


escalation 


requirement


Class 3 Incident


Take decision and 


report to daily 


meeting of Level 1 


IRG


Class 1 Incident


Escalate for decision 


to emergency 


meeting of Level 1 


IRG


Immediate 


decision not 


required


Class 4 Incident


Take decision when 


required. Report 


incident and 


eventual decision to 


daily meeting of 


Level 1 IRG


Class 2 Incident


Report to daily 


meeting of Level 1 


IRG for eventual 


decision.


None Low High


Customer and/or PNID impact/risk


Draft for discussion
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IRG Structure and Membership


Source: PwC
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Summary Role Description Expectation Membership


Xoserve, Wipro, 
PwC, Ofgem, 


[Baringa] 


Core Escalation 
Team


• Core Level 1 IRG Group
• Overall decision making powers


On Call: 24/7
Mobilisation time: 


1 hour


Ofgem: James Soundraraju (Chair), Nicola Garland


Xoserve: Paul Toolan, Lee Foster


PwC: Steve Mullins, Colin Bezant


Wipro: Hariharan Sam


Baringa: TBC


Xoserve, Wipro, 
PwC, Ofgem, 


[Baringa] 


Extended 
Escalation Team


• Level 2 IRG Group
• Extended support group for IRG 


Level 1


On Call: 24/7
Mobilisation time: 


1 hour


IRG Core Level 1


Ofgem: Rob Salter-Church, Jon Dixon, Tricia Quinn


Xoserve: TBC


PwC: Richard Shilton, Melisa Findlay, Phil Russ, Martin Crozier + TBC


Wipro: TBC


Baringa: TBC


Industry Expert 
Pool


• Level 3 IRG Group
• Extended support for IRG Level 1 


and 2, where industry expertise 
and decision making input is 
required


• A list of available industry 
representatives will be held and 
individuals may be called upon 
as and when this is necessary


On Call: 07:00 –
23:00


Mobilisation time: 
2 hours


IRG Core Levels 1 and 2


Industry Representation TBC


NB: Presence in the ‘Industry Expert Pool’ does not guarantee
involvement in decision-making.


IR
G


 L
e
v
e


l 
1


IR
G


 L
e
v
e


l 
2


IR
G


 L
e
v
e


l 
3


Draft for discussion
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IRG Process Map


Source: PwC
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Hot Topic


Source: PwC
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Assurance Reporting


The diagram below summarises the assurance inputs into 5 milestones or decision points that will be subject to assurance from PwC or Baringa. PwC will conduct 
sample based assurance of evidence submitted by Market Participant (MP) in support of their self assessed status for MT Regression and GONG. Baringa will provide 
assurance over Xoserve at these milestones or decision points with the scope of work agreed with Ofgem.


PwC Baringa


Source: PwC 48







This document has been prepared by PwC only for Ofgem and solely for the purpose and on the terms agreed with Ofgem in PwC's 
statement of work (of 1 August 2016, Spec 7, and subsequently 1 November 2016, Spec 8) as part of PwC's call-offs under the framework 
agreement dated 11 April 2016 and extended on 2 December 2016. PwC accept no liability (including for negligence) to anyone else in 
connection with our work or this document
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Scope of Performance Testing







Performance Testing





Tested a set of critical batch jobs with stress volumes based on maximum daily transactions or NFR volumes





5 scenarios covering SPA, RGMA, Meter Read and all Invoice cycles





Gas Day Testing





Executed a set of scenarios whilst ensuring these could be processed in parallel with a normal day transaction volumes for all daily batch jobs





Simulating “normal” day volumes





Implementation Dress Rehearsals





Tested the ability to process  the catch up volumes of transactions for each NED and VNDB during the transition of cutover period 





3 separate iDRs simulating NED period, Productionisation and catch up processing of transactions





Simulating stress volumes for batch processing, User Interfaces (UI) and concurrent user testing





6 scenarios covering Commodity Invoice, application server outage, Rolling monthly AQ





February 2016 – October 2016





November 2016 – March 2017





Simulating expected NED volumes based on May-June 2016 average daily volumes





October 2016 – May 2017











































Gas Day Testing – Transactional volumes

The following volume of transactions and files were used in the execution of Gas Day Testing scenarios.  These files were sent throughout the day to simulate legacy file loading profile.



		Date		Phase		Number of Files		Actual Transactions

		22-Nov-16		GDT1-1		864		3,738,193

		12-Dec-16		GDT2-1		839		10,092,737

		14-Dec-16		GDT2-2		716		3,571,472

		20-Dec-16		GDT2-3		781		3,659,247

		21-Dec-16		GDT2-4		756		3,172,973

		02-Mar-17		GDT3-1		527		3,044,150

		 		 		4,483		27,278,772







Confidence findings from Gas Day Testing

Performance of individual batch job execution was comparable with Stress Performance Test timings

All transaction jobs completed within the 22 hour gas day processing window

CPU across the 5 ISU Application Servers demonstrated available capacity for processing higher volumes

Available memory across the application servers supported the positive CPU findings

GDT demonstrated that throughout the day SAP-ISU had available work processes to allow for longer execution of batch jobs when higher volumes of transactions are received





Building up the confidence picture

		Process		Performance Test		Gas Day Testing		iDR2 NED volumes

		Nominations		10,000		5,000		3,232

		Confirmations		35,000		15,000		11,790

		Withdrawals		-		1,550		1,409

		Class 3 Meter Reads		7,000,000		500,000		400,000

		Class 4 Meter Reads		32,000,000		3,000,000		-

		RGMA ONJOB		19,000		6,500		5,156

		RGMA ONUPD		62,312		5,300		6,835



92% of batch jobs in Gas Day Testing completed in less than 10 minutes

Commodity Invoice timings in Gas Day Testing were comparable to Performance Testing

iDR2 NED volumes processed within the planned 6 hour daily window
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Exceptions Update 
 


Dean Johnson 


Business Process Manager – PIS Exceptions 


 
29th March 2017 


 


 







Exceptions Overview 


 Purpose:  


 Work completed to date on Day 1 readiness to manage exceptions 


 Current activities to further support Day 1 readiness 
 


 Context: An exception is an unexpected event in a process that requires User 


intervention to resolve OR is a designed manual intervention required by a user to 


progress a business process (defined as a ‘Work Item’) 
 


 Example: Missing data (CV value), non-standard site activities, table locks 


 Exceptions and Work Items have been split into business or technical types (ownership) 
 


 Exceptions can occur across the UK Link systems landscape: AMT, SAP PO, SAP ISU 
 


 Xoserve is concluding analysis and understanding of the types, expected volumes and the 


process for managing exception types across all systems 
 


 Known and ‘expected’  exceptions readiness – complete 
 


 Unknown exceptions readiness - in progress, operability decisions outstanding  
 


 Focus is not only on SAP-ISU but across the data flow landscape 
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Focus Area 


Expected Exception Volumetric Modelling & Forecasting 


Modelling of Market Trials, Performance Testing and IDR exception data to forecast expected Day 1 volumes and resource requirements including 


scenario planning (modelled iterations based on revised data)  


NOTE: Volumes are unknown – predictive modelling is based on MT and assumptions (forecast only) 


Exception & Work Item SLA Definition  


Review and approval of exception resolution times to support  timely resolution and removal of any process impact (KPI, UNC, process depend.) 


Known / Expected Exception Definition – Including Seen & Unseen Exceptions 


Definition of all known and expected SAP ISU exceptions to include RCA, resolution, impact, probability and forecasted volumes 


Controlled Baselined Exception Log for SAP ISU & AMT Exceptions 


Stabilisation of exception types logged (post MT regression) and brought under change control and stable documentation 


Exception Business Technical Classification  & Ownership 


Alignment of exception resolution ownership to Day 1 Operating Model and agreement of processes to enable resolution 


Exception Business Operability Review 


Review and evaluation to understand operability of Day 1 business Exception Management Team and definition of exceptions process  at Go Live 


Exception Technical Operability Review 


Review and evaluation to understand operability of Day 1 technical exceptions process  at Go Live and definition of exceptions process  at Go Live 


Proactive Automation & Reduction - Bulk Fix and Bulk Close Candidates Incl. resolution of Data Root Cause Exceptions 


Approach, plan and implementation  for exception candidates that can be bulk fixed  prior to Go Live or bulk closed post Go Live and resolution of 


data issues resulting in exception occurrences pre Go Live 


Definition of Unknown Exceptions 


Analysis of system landscape to understand where ‘unknown’ expectations can occur and definition and operating model processes to manage and 


resolve these. Including analysis of SAP Application Log in Market Trials and IDR 


Key Focus Areas Completed For Day 1 Readiness 







Exceptions Readiness Completed to Date 


 All known exceptions and work items have been defined and documented in detail: 


 Design, Test and Market Trials phases have identified all ‘known’ exceptions 


 Root Cause, resolution paths and Local Work Instructions completed 


 SLA exception resolution times defined (incl. non standard working patterns) 


 Preventative measures introduced (bulk fix, data correction measures) 
 


 Extensive Operability review completed for Day 1 readiness (business & technical) 


 Informed Day 1 operating Model and PIS team structure and resourcing  
 


 Extensive predictive modelling of expected volumes and resources required completed 


 Informed Day 1 operating Model and exception management team structure and resourcing  


 TCS contracted to support the resolution of exceptions (24/7)  


 Scenario & threshold planning completed to support resource stress testing & headroom for volume 


peaks 
 


 High level exception management and operating processes defined 
 


 Experienced resources  (MT & SME) in place to enable Day 1 readiness  


 External view and guidance taken (industry participants, Wipro, TCS) to further enhance understanding 


of Day 1 needs and risks 


 


 


 


 







SAP ISU Known Exceptions & Work Items – Volumes 


Total Count of  
Exception Type 


Categories 


Probability of Occurrence Post Go Live 


Ownership HIGH MEDIUM LOW 


Ex
ce


p
ti


o
n


s 


BUSINESS 60 0 20 40 


SPA 3 3 


RGMA 26 11 15 


Settlement Reads 8 2 6 


Billing 18 7 11 


AQ & DE 5 5 


TECHNICAL 143 3  32 108 


SPA 23 1 22 


RGMA 26 7 19 


Settlement Reads 25 9 16 


Billing 55 2 10 43 


AQ & DE 14 1 5 8 


TOTAL 203 3 52 148 


W
o


rk
 It


em
s 


Business (SPA) 5 1 4 


Technical (SPA) 61 2 18 41 


Total 66 3 18 45 


 Forecast volumes have been modelled on MT activity but is limited in accuracy that can be derived for Day 1 and can be misinterpreted 


 A number of informed assumptions have been included to provide an estimated Day 1 volume expected - extrapolated transaction 


volumes, removal of defect instances , AVHT, manual error, root cause likelihood on Day 1, confidence factors in understanding etc.  
 


 


 


 


 







Exceptions Readiness Ongoing Activities 


 The following Day 1 exception management readiness activities are being progressed: 
 


 Refinement of Day 1 operating procedures, reporting  and cross business 


interactions 


 Impact of Data, Query, Operations (business and technical), Industry Engagement etc. 
 


 Recruitment & Training 


 Supporting Operating Model readiness and capability to manage volume scenarios 
 


 TCS contract mobilisation, readiness and co-location 


 Supporting TCS in delivering a flexible and adaptable exception resolution process 
 


 Ownership and business process definition for the management of unknown 


exceptions and issues  


 Finalising processes and procedures for managing and resolving occurrences of ‘new’ 


exceptions across the UKL system landscape 
 


 Continued review of proactive measures to either reduce or eliminate the 


occurrence of exceptions or enable more efficient resolution  
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1. [bookmark: _Toc468798718]Introduction

1.1 [bookmark: _Toc468798719]Release Management Overview

Release Management is the process of building, testing and deploying change. An individual release is a collection of authorised changes and will typically consist of incident fixes.

The adoption of formal Release Management helps deliver the following benefits:

· a consistency of approach

· a consistency of communication, internal and external

· environmental integrity

· an ability to absorb high volumes of change, faster, and with minimised risk

· facilitates prioritisation 

· a forward view of change for stakeholders

· maximised business and industry productivity



1.2 [bookmark: _Toc468798720]Purpose and Background



The purpose of this document is to present the approach and schedule that Xoserve will adopt for the management of releases during the Post Implementation Support (PIS) phase of the UK Link Programme.

Due to the scale and complexity of the UK Link service it is not possible to fully predict the volume of potential incidents and/or change that will be required, and therein a flexible approach for managing emergency, unplanned and planned releases is proposed.








2. [bookmark: _Toc468798721]Release Management Approach

2.1 [bookmark: _Toc468798722]Statement of Principle


Xoserve will manage all UK Link release activity in accordance with the following:

· All release activity will follow the release cycle described in section 2.4

· All releases will only be implemented with approval from the appropriate Xoserve change authorities in section 2.7

· No major releases (new functionality) will be implemented during the PIS period and the focus will be on PIS incident fixes and residual programme defect fixes

· Emergency releases will be managed where there is a Production Priority 1 or Priority 2, or potential for a Production Priority 1 or 2, business impacting incident



2.2 [bookmark: _Toc468798723]Scope


The approach and schedule described in this document cover the following scope:

· The UK Link Solution and all of its integrated systems, including Gemini and CMS where there are consequential changes

This includes, but is not limited to:	

· Application Change

· Infrastructure Change

· Database Change

· Data Change

· Networking Change

· Middleware and integration Change

· Business Warehouse Reporting Change

The following is explicitly out of scope of this document:

· The Release Management Approach and Schedule for the Stabilisation and Business as Usual (BAU) periods

· Major Releases, including:

· Change Requests deferred from the programme

· Change Requests for new or enhanced functionality raised during the PIS period






2.3 [bookmark: _Toc468798724]Release Management

Release Management incorporates the following activities:

· Defining and agreeing release and deployment plans

· Incident and defect assessment, validation and prioritisation

· Grouping individual and related changes into releases

· Coordinating releases into implementation windows

· Release Management communication  

· Ensuring that the Release Management approach described in this document is followed



2.4 [bookmark: _Toc468798725]Release Cycle


Xoserve operates the following release cycle:

Development

· Activities include Design, Build and Unit Testing

Testing

· Activities include ,as appropriate to the type of fix, System Testing, System Integration Testing, Performance Testing, User Acceptance Testing, External User Testing, Operational Acceptance Testing and Regression Testing

Deployment

· Activities include Release Deployment, Deployment Validation and Release Back out (as required)






2.5 [bookmark: _Toc468798726]Release Types


Xoserve operates the following release types:

Emergency Release

· An emergency release typically includes a single or small number of fixes to a specific business critical incident


Minor Release

· A minor release typically includes only minor features and/or fixes


Major Release

· A major release typically includes significant new functionality and/or integration capability with interfacing systems and services. No major releases (new functionality) will be implemented during the PIS period and the focus will be on incident fixes



2.6 [bookmark: _Toc468798727]Release Planning


Xoserve operates the following approach for release scheduling:

Emergency

· This is unexpected work that relates to the resolution of a business critical Production P1 or P2 incident or where there is the potential for a business critical Production P1 or P2 incident materialising



· Emergency Releases may require deployment outside of predefined release windows. Xoserve will communicate emergency releases as soon as reasonably practicable, which may be retrospective

Unplanned

· This is unexpected work which is too urgent to allow it to be scheduled and Xoserve will communicate unplanned releases as soon as reasonably practicable

Planned

· This is work which can be scheduled in advance and Xoserve will communicate planned  releases as early as practicable





2.7 [bookmark: _Toc468798728]Xoserve Release Authorities


Xoserve operates the following release authorities:

· RDB - Release Deployment Board (Programme)

· CAB - Change Advisory Board (Business As Usual)

The RDB and CAB are groups of associates with the authority to make decisions on change. RDB and CAB members have an understanding of business, end-user, architecture, support functions and environments in order to balance the need for change with any associated risks.



2.8 [bookmark: _Toc468798729]Industry Approval and Communication



Xoserve operates the following Industry approval and communication framework:

· Xoserve shall gather approval where necessary via the group which is the equivalent of the UK Link Committee (UKLC) that serves all stakeholder interests



· Xoserve shall engage with a technical subgroup equivalent to the Solution Development Group (SDG) as appropriate to the release type



· Xoserve shall communicate any release identified as service impacting with each UK Link user class i.e. Shipper Users, DMSPs (Daily Metering Service Providers), GTs (Gas Transporters) and iGTs (Independent Gas Transporters)



· Where a release is classified as Emergency, the notification may be retrospective of the implementation. Xoserve shall seek to minimise changes that are notified retrospectively


· Xoserve shall maintain a register of releases that impact each UK Link User class




3. [bookmark: _Toc468198645][bookmark: _Toc468198712][bookmark: _Toc468200601][bookmark: _Toc468200637][bookmark: _Toc468798730][bookmark: _Toc468798731]Release Management Schedule

3.1 [bookmark: _Toc468798732]Release Content


Releases implemented during the PIS period will incorporate the following content:

PIS Incident Fixes

· The resolution of incidents will be a primary focus during the PIS period. It is not possible to predict the volume and/or nature of potential incidents and therein a pre-determined release schedule cannot be defined for PIS incident fixes

Residual Programme Defect Fixes

· The resolution of Residual Programme Defects is planned within the PIS period. A list of residual defects will be known at the end of the Market Trials Regression Testing phase. A planned schedule will be defined and communicated in May 2017

The following is out of scope for Releases during the PIS period:

Change Requests

· Change Requests deferred from the programme



· Change Requests for new or enhanced functionality raised during the PIS period

The Xoserve approach does however incorporate flexibility to accommodate Emergency Change Requests should the circumstance arise, although the likelihood is seen as low. 



3.2 [bookmark: _Toc468798733]Release Schedule


Xoserve operates the following pre-defined Release Windows and will select the optimal implementation window that provides least impact on business activities:

· Daily between 05:00 and 07:00 for routine maintenance activities and service impacting releases i.e. where a system outage is required



· Tuesdays and Thursdays between 17:00 and 19:00 for the application of hotfixes and therefore non-service impacting releases i.e. where no system outage is required

Releases, including Emergency releases, may be implemented outside of these pre-defined release windows and/or these release windows may be extended for service impacting releases, to ensure maximum responsiveness and flexibility.

A visual representation of the content presented here in Section 3 is included in Section 8, Appendix A.
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4. [bookmark: _Toc468798734]Glossary


A glossary of the abbreviations used within this document is included below.

		Abbreviation

		Description



		PIS

		Post Implementation Support



		UKL

		UK Link 



		UKLP

		UK Link Programme



		UKLC

		UK Link Committee



		RDB

		Release Deployment Board



		CAB

		Change Advisory Board



		P1 and P2

		Production Priority 1 Incident / Production Priority 2 Incident



		DMSP

		Daily Metering Service Provider



		GT

		Gas Transporter



		iGT

		Independent Gas Transporter



		SDG

		Solution Development Group



		BAU

		Business as Usual
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8. [bookmark: _Toc468798738]Appendix A – Release Management Schedule Illustration


The illustration below provides a visual representation of the Release Schedule content detailed in section 3.
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Document Purpose

The purpose of the following document is to outline the key principles of the Issue Resolution Group (IRG), which has been formed to enable the triage and rapid problem solving and decision making of issues arising during cutover. 

This will be rehearsed throughout IDR2 and IDR3, as further details are agreed.

The following document outlines the planned classification of incidents that could be reported to the IRG, from both an Xoserve and Market Participant perspective. The membership of the group is explained, including a terms of reference for each level. 
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Incident Classification Grid

Any incident arising during the cutover period will be assigned a classification of 1 through 5 according to the grid below.  The position on the grid will be governed by two dimensions:

Decision Timeline – This outlines whether a decision would need to be made immediately, or if this could wait until the scheduled daily IRG meeting. The severity of the incident and consequent impact to the schedule of the cutover plan would be considered here. 

Customer and/or PNID Impact/Risk – A threshold of impacted customers will be defined to categorise issues distinctly into ‘Low’ or ‘High’. Note in this case, customer impact refers to impact to the end customer.

The criteria that will determine an incident’s position on the grid will be defined following experience gained during IDR2 and IDR3.  Incidents may be raised by Xoserve or participants.









































Note: Class 1 and Class 2 incidents will be reported to the PNSG.

		Decision timeline		Immediate decision required		Class 5 Incident
Take decision.
No IRG reporting or escalation requirement		Class 3 Incident
Take decision and report to daily meeting of Level 1 IRG		Class 1 Incident
Escalate for decision to emergency meeting of Level 1 IRG

				Immediate decision not required				Class 4 Incident
Take decision when required. Report incident and eventual decision to daily meeting of Level 1 IRG
		Class 2 Incident
Report to daily meeting of Level 1 IRG for eventual decision.


						None		Low		High

						Customer and/or PNID impact/risk				
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Criteria
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Criteria

Any incident arising during the cutover period will be assigned a classification of 1 thru 5 using the criteria below.  

Customer Impact

Decision Timeline

		Customer and/or PNID Impact Threshold
A threshold of impacted customers will be defined to categorise issues distinctly into ‘Low’ or ‘High’. Note in this case, customer impact refers to impact to the end customer.
		High		Low

				>5000 residential customers impacted (billing or COS)
System switch-on will be delayed by more than 4 hours 
		=<5000 residential customers impacted (billing or COS)
Any other impact other than billing or COS
System switch-on will be delayed by 4 or less hours


		Decision Timeline Threshold
This outlines whether a decision would need to be made immediately, or if this could wait until the scheduled daily IRG meeting. The severity of the incident and consequent impact to the schedule of the cutover plan would be considered here. 
		Immediate		Not Immediate

				Decision required before next scheduled IRG.		Decision not required before the next scheduled IRG



Draft for discussion
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Indicative Incident Classification Grid Pre NED Period (Day 1 - 7)

		Decision timeline		Immediate decision required		Class 5 Incidents
Meter point enquiry line unavailable
LPG Delta Load not loaded correctly
Minor issues e.g. cosmetic defects












		Class 3 Incident
None identified


		Class 1 Incident
None identified

				Immediate decision not required				Class 4 Incidents
Misc. data defects



		Class 2 Incident
None identified

						None		Low		High

						Customer and/or PNID impact/risk				



Below are a number of issues or incidents which could occur during the Pre-NED period of the 23 day plan. Incidents have been classified based on information from IDRs and the Contingency Planning Playbook. Classifications are indicative and are not regarded as a judgement of future realities. 
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Indicative Incident Classification Grid NED Period         (Day 8 - 14)

Below are a number of issues or incidents which could occur during the NED period of the 23 day plan. Incidents have been classified based on information from IDRs and the Contingency Planning Playbook. Classifications are indicative and are not regarded as a judgement of future realities. 















































		Decision timeline		Immediate decision required		Class 5 Incident
CMS Deployment issue
Minor issues e.g. cosmetic defects

		Class 3 Incident
Portal access issues e.g. DES
Participants having issues with cutover and creating Nexus files
Legacy UK Link DLC weather data not processed correctly		Class 1 Incident
iGT final data load


				Immediate decision not required				Class 4 Incident
Unique site delta load incomplete
Processing of data in NED period
Misc. data defects
		Class 2 Incident
BW not available for generation of portfolio reports
EFT not working correctly
In Flight data not replicated in SAP

						None		Low		High

						Customer and/or PNID impact/risk				



Draft for discussion
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Indicative Incident Classification Grid NED Period         (Day 15 - 16)

Below are a number of issues or incidents which could occur during the NED period of the 23 day plan. Incidents have been classified based on information from IDRs and the Contingency Planning Playbook. Classifications are indicative and are not regarded as a judgement of future realities. 















































		Decision timeline		Immediate decision required		Class 5 Incident
Minor issues e.g. cosmetic defects


		Class 3 Incident
Portal access issues e.g. DES
Legacy UK Link DLC weather data not processed correctly
Unique site delta load incomplete		Class 1 Incident
Participants having issues with cutover and creating Nexus files
Multiple incidents occur; potential delay to go live

				Immediate decision not required				Class 4 Incident
Misc. data defects		Class 2 Incident
BW not available for generation of portfolio reports
EFT not working correctly
IX not working correctly
In Flight data not replicated in SAP

						None		Low		High

						Customer and/or PNID impact/risk				



Draft for discussion





IRG Principles











Indicative Incident Classification Grid Post Go Live       (Day 17 - 20)

Below are a number of issues or incidents which could occur during Post Go Live of the 23 day plan. Incidents have been classified based on information from IDRs and the Contingency Planning Playbook. Classifications are indicative and are not regarded as a judgement of future realities. 













































		Decision timeline		Immediate decision required		Class 5 Incident
Minor issues e.g. cosmetic defects

		Class 3 Incident
Office 365 issues at Go Live
		Class 1 Incident
SAP cannot process catch up files
Participants cannot send catch up files for processing


				Immediate decision not required				Class 4 Incident
None identified		Class 2 Incident
BW not available for generation of portfolio reports
Catch up batch behind schedule
IX not working correctly
Processed data sent to wrong participant

						None		Low		High

						Customer and/or PNID impact/risk				



Draft for discussion
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Indicative Incident Classification Grid Post Go Live       (Day 21 - 23)

Below are a number of issues or incidents which could occur during Post Go Live of the 23 day plan. Incidents have been classified based on information from IDRs and the Contingency Planning Playbook. Classifications are indicative and are not regarded as a judgement of future realities. 

















































		Decision timeline		Immediate decision required		Class 5 Incident
Minor issues e.g. cosmetic defects
		Class 3 Incident
None identified
		Class 1 Incident
Delay to Gas Day BAU

				Immediate decision not required				Class 4 Incident
None identified
		Class 2 Incident
SAP cannot process files
Participants cannot send files for processing


						None		Low		High

						Customer and/or PNID impact/risk				



Draft for discussion
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IRG Structure and Membership
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				Summary		Role Description		Expectation		Membership

				Xoserve, Wipro, PwC, Ofgem, [Baringa] 

Core Escalation Team		Core Level 1 IRG Group
Overall decision making powers
At least 1 member of Ofgem must be present for meeting to commence
An Ofgem representative will chair the meeting		On Call: 24/7
Mobilisation time: 1 hour		Ofgem: 1 of James Soundraraju, Nicola Garland, Rob Salter-Church
Xoserve: 1 of Paul Toolan, Lee Foster
PwC: 2 of Steve Mullins, Colin Bezant, Andy Sinclair
Wipro: 1 of Hariharan Sam + TBC
Baringa: 1 of Matt Adams + TBC

				Xoserve, Wipro, PwC, Ofgem, [Baringa] 

Extended Escalation Team		Level 2 IRG Group
Extended support group for IRG Level 1		On Call: 24/7
Mobilisation time: 1 hour		IRG Core Level 1
Ofgem: 1 of Jon Dixon, Tricia Quinn
Xoserve: 1 of Sat Kalsi, Emma Lyndon, Darren Jackson + TBC
PwC: 1 of Richard Shilton, Melisa Findlay, Phil Russ, Martin Crozier 
Wipro: TBC
Baringa: TBC

				Industry Expert Pool		Level 3 IRG Group
Extended support for IRG Level 1 and 2, where industry expertise and decision making input is required
A list of available industry representatives will be held and individuals may be called upon as and when this is necessary		On Call: 07:00 – 23:00
Mobilisation time: 2 hours		IRG Core Levels 1 and 2
Industry Representation TBC
NB: Presence in the ‘Industry Expert Pool’ does not guarantee involvement in decision-making.




IRG Level 1

IRG Level 2

IRG Level 3

Draft for discussion





IRG Principles











IRG Process Maps - Key Principles

The following section outlines the low level processes under which the IRG will operate. The contextual information below supplements those process maps by highlighting the key principles and assumptions which have been made. 



IRG principles



If an Xoserve incident occurs, and Xoserve believe this to be a Class 1 incident, they will invoke the IRG Call Tree. As the Xoserve Command Centre will be operating a 24/7 schedule, should a Class 1 incident occur an Xoserve IRG Co-ordinator will invoke the IRG Call Tree. (This process is shown on the following slides). If the incident has a lower classification, this may be reported to the daily IRG as appropriate.

If a Market Participant experiences an issue that has potential customer or PNID impact, or involves interaction with Xoserve, they will first contact the Xoserve Service Desk where triage and analysis will take place. If Xoserve are able to resolve the incident, this will be reported to the daily IRG. If Xoserve are unable to resolve the incident, the Xoserve Command Centre will classify the incident using the classification matrix. If this is deemed to be Class 1, the Command Centre would invoke an Emergency IRG. If the incident is Class 2-4, this will be reported to the Daily IRG and any decision would be made if appropriate. 

If the participant disagrees with the incident classification, and thinks an emergency IRG is required, they should notify the PwC single point of contact. PwC should only be contacted as an escalation route if no agreement on classification can be reached.  

Market Participants should not contact Xoserve if the incident raised has no customer or PNID impact. The Marker Participant should proceed with resolving the incident internally through their own resolution processes.



IRG Assumptions



Xoserve should be the first point of contact for participants with any issues that have potential customer or PNID impact.

Participants are still expected to communicate to their PwC single point of contact throughout the transition period.

There are 3 core assumptions for IRG level 1 and 2 members being on call for emergency meetings, these are defined as;

IRG member has phone signal 24 / 7

Has access to email within 1 hour of being contacted for IRG meeting

Access to either hands free kit or laptop in order to read incident brief 

The core assumptions for level 3 members are defined as;

Being available for emergency meetings between the hours of 07:00 and 23:00

If you are listed as a level 3 member and are unable to attend any IRG sessions (daily or emergency) there is no appeal process for any decision which is made in your absence. The IRG’s decision will be final and as such attendance when called is recommended. 





11





IRG Principles









11



IRG Incident Process Map
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Example Timeline for a Class 1 incident

13

		Time		Activity		Responsible 

		10:00		Internal Incident Occurs during participant cutover		Market Participant

		10:05		Participant contacts Xoserve for clarification on classification		Market Participant

		10:10		Incident identified as Class 1		Market Participant / Xoserve

		10:15		Xoserve contact IRG members to start convening process
Participant starts to complete Incident template		Xoserve
Market Participant

		11:00		Participant sends Incident template to IRG		Market Participant

		11:15		IRG Level 1 convenes		IRG Level 1

		11:20		IRG Level 2 support requested		IRG Level 1

		11:25		IRG start process for convening IRG Level 2 members		IRG Level 1

		12:00		IRG Level 2 convenes		IRG Level 1 & 2

		12:30		Outcome of session finalised and output template is completed		IRG Level 1 & 2

		12:45		Decision communicated to relevant stakeholders		IRG Level 1 & 2

		13:00		Cutover continues and incident recorded on log		IRG Level 1 & 2
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IRG Level 1 ToR
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Objectives:

The IRG has been established for the following key purposes:

Triage and rapid problem solving and decision making of issues arising during cutover (the period of the 23 day plan)

Support Project Nexus Steering Group and other programme governance as required

The IRG has three levels. Level 1 represents the Core IRG members (Ofgem, Xoserve, PwC, Wipro and Baringa). Level 2 represents an extended group, drawing further expertise from these organisations. Level 3 represents an extended group of wider industry support, who may be called upon to provide relevant expertise in decision making across the cutover period.

Level 1 – Responsibilities 

Receive escalations and reports from Xoserve and Market Participants

Engage Level 2 IRG as appropriate 

Provide updates to the PNSG on issues discussed and actions taken

Maintain a decision log during cutover



Level 1 – Logistical Information

Weekly calls during IDR2 (rehearsal)

Daily calls during IDR3 (rehearsal)

Daily calls during cutover

Additional ad hoc meetings/calls as necessary

Following transition this group will cease to exist as new governance arrangements are expected to be in place



Level 1 – Outputs

Weekly updates to PNSG (during cutover)

Request for engagement of Level 2 IRG as appropriate

Decisions and actions.  These will be included in the RAID log and made available to participants and communicated as appropriate

Proposed updates to the Go Live governance day by day plan, Xoserve 23 day plan and industry 23 day plan as a result of any decisions

Level 1 – Inputs

Issues arising in either Xoserve or market participant cutover activities these will be identified from Xoserve, from participants direct to the PMO or from the PMO

Xoserve daily dashboards

Industry transition dashboard

Template outlining key issues to be discussed
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IRG Level 2 ToR
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Objectives:

The IRG has been established for the following key purposes:

Triage and rapid problem solving and decision making of issues arising during cutover (the period of the 23 day plan)

Support Project Nexus Steering Group and other programme governance as required

The IRG has three levels. Level 1 represents the Core IRG members (Ofgem, Xoserve, PwC, Wipro and Baringa). Level 2 represents an extended group, drawing further expertise from these organisations. Level 3 represents an extended group of wider industry support, who may be called upon to provide relevant expertise in decision making across the cutover period.

Level 2 – Responsibilities 

Receive instruction from Level 1 IRG

Provide updates to Level 1 IRG 

Engage Level 3 IRG as appropriate 



Level 2 – Logistical Information

Stood up and constituted as required by the Level 1 IRG

Level 2 – Outputs

Updates to Level 1 IRG

Request for engagement of Level 3 IRG as appropriate

Proposed updates to the Go Live governance day by day plan, Xoserve 23 day plan and industry 23 day plan as a result of any decisions



Level 2 – Inputs

Requests for support from Level 1 IRG
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Objectives:

The IRG has been established for the following key purposes:

Triage and rapid problem solving and decision making of issues arising during cutover (the period of the 23 day plan)

Support Project Nexus Steering Group and other programme governance as required

The IRG has three levels. Level 1 represents the Core IRG members (Ofgem, Xoserve, PwC, Wipro and Baringa). Level 2 represents an extended group, drawing further expertise from these organisations. Level 3 represents an extended group of wider industry support, who may be called upon to provide relevant expertise in decision making across the cutover period.

Level 3 – Responsibilities

Receive instruction from Level 2 IRG

Work with Level 2 IRG on specific issues as directed

 

Level 3 – Logistical Information

Stood up and constituted as required by the Level 2 IRG

Level 3 – Outputs

Advice and information on potential impacts of different issues or proposed resolutions

Level 3 – Inputs

Requests for support from Level 2 IRG
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Participant/Xoserve

.

Incident Name

.e.g. SSE_Unable to send Nexus files_2017_06_01

.

Resolution Actions

.

Fix Time Required

.

Decision Required?

.

Customer Impact (If applicable)

.

Telephone No.

.

Contact Name

.

Contact Email

.

Summary / Context

Impact to PNID (if applciable)

.
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IRG Meeting Date

.

Incident Name

.e.g. SSE_Unable to send Nexus files_2017_06_01

.

Actions/Next Steps Agreed

.

Incident/Decision Log Completed

.

Communication Required to Consumers?

.

Attendees

.

IRG Meeting Time

.

Summary of Discussion

Communication Required to Stakeholders?

.

Ofgem/Xoserve Escalation Required?

.
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Outstanding queries / assumptions

How do we get names for IRG Level 3 pool?

Need role descriptions for IRG L3 pool

Need names and contacts for extended team plus SLA

Need to define and quantify criteria dimensions



Call tree agreement with Xoserve

IRG structure and membership – quora

Processes should an incident occur

Catch up options should a participant not cutover successfully 

19





IRG Principles









19



This document has been prepared by PwC only for Ofgem and solely for the purpose and on the terms agreed with Ofgem in PwC's statement of work (of 1 August 2016, Spec 7, and subsequently 1 November 2016, Spec 8) as part of PwC's call-offs under the framework agreement dated 11 April 2016 and extended on 2 December 2016. PwC accept no liability (including for negligence) to anyone else in connection with our work or this document.
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